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Preface to the second edition

Since the first edition of ‘Surface penetrating radar’ was published in 1996 there has
been an enormous increase in research work, in publications, in hardware develop-
ments, in equipment and in radar performance. The term ground penetrating radar
(GPR) has now become the accepted terminology for the science and technology, so
that it was considered more in line with current practice to title the book ‘Ground
penetrating radar’ even though it is a direct descendant of the first edition of ‘Surface
penetrating radar’.

Ground penetrating radar has now reached a level of maturity, but there are still
more performance gains to be made. One aim of this new edition is to provide a
snapshot of the enormous range of applications for GPR. The problem with snapshots
is that they are fleeting and often incomplete. I hope those working in the field that
have not been involved with this edition will understand that it is impossible to be
encyclopaedic and that there should be sufficient references and guides to sources of
information to cover any omissions.

The first edition received a very encouraging response and [ am particularly
grateful for the interest of a number of contributors. The late Professor James Wait
very kindly suggested changes to the original material in the early chapters, which
improved the clarity of the presentation. I am also very grateful to Dr S. Evans from
the University of Cambridge and to Dr Yi Huang from the University of Liverpool,
who drew my attention to inconsistencies in the text.

The main aim of the second edition is to incorporate the advances in understanding
and developments in techniques that have taken place since the first edition was
written. The use of radar for the detection of buried objects is growing, and better
understanding of the physics as well as improved technology has much enhanced the
technology. GPR is now an established branch of radar technology. There is, however,
much to be done in terms of improved signal processing and analysis and I hope that
this flavour has permeated the second edition.

The second edition describes the key elements of the subject of surface-penetrating
radar, and in general terms the inter-relationship between those topics in electromag-
netism, soil science, geophysics and signal processing which form a critical part of
the design of a surface-penetrating radar system. The objective in writing this book is
to bring together in one volume all the core information on a technique which spans
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a wide range of disciplines. While much of this is available in a range of different
publications, it is dispersed and therefore less accessible by virtue of the disparate
nature of many of the sources.

A further aim of the second edition is to provide an introduction for the newcomer
to the field, as well as a useful source of further reading, information and references
for the current practitioner and to bring the reader more current information.

By necessity, this book provides a snapshot of the field of ground penetrating radar
and it is to be expected that further developments in hardware and signal processing
techniques will incrementally improve the performance and extent of applications. If
this book helps the newcomer to assess the potential of the technique correctly and
apply it effectively, its purpose will be well served.

Several examples may illustrate the reason for the previous comment. A decade or
more ago a suggestion was made that a particular ground-probing radar and its operator
could detect targets the size of golf balls at a depth of 8 m. Clearly the wavelengths
capable of propagating to 8 m would be so much larger than a golf ball sized target that
the radar cross-sectional area of the latter would fade into insignificance, even noise.
The persuasiveness of the claimant and the lack of understanding of basic physics
on the part of the potential users enabled this kind of claim to be seriously proposed.

Unfortunately, such claims are still being made and there are still enough gullible
people who are being dazzled by the prospects. Recently, claims were made in the
US that a ground penetrating radar had been developed ‘that can provide three-
dimensional images of objects up to 45.7 m below the surface of land and sea. Such a
device would allow verifiers to identify underground weapons facilities, like those of
concern in Libya, Iraq and North Korea. The underwater detection capability could
also be used to verify treaties dealing with submarines and nuclear weapons positioned
on the seabed’. How well GPR would propagate through sea water is an interesting
question given the known attenuation of sea water at radar frequencies. A careful
analysis of some of the claims about the same radar was published by Tuley (2002).
It is, however, concerning that such claims are still being made when it is clear that
the basic physics has been well understood for decades.

Therefore a secondary objective in preparing this volume has been to provide a
source of information which will allow potential users to assess the merits of claims,
sound or otherwise. GPR is, like all other engineering techniques, firmly based on
physical principles, which must be understood if the technique is to be properly
applied. In reality a metre of wet clay or salt water is still largely opaque, even to
the latest radar hardware, however well provisioned with arrays of microprocessors,
artificial intelligence and neural networks.

It is hoped that the second edition may provide useful material for the expert or
advanced practitioner in the discipline as many of the new contributions are by leaders
in the field. The treatment of the subject is generally at that of first year undergraduate
level, although some chapters may require a deeper knowledge of antenna and EM
wave theory. The aim has been to provide a treatment which is readily accessible,

Because colour is expensive to produce, the second edition has line draw-
ings and greyscale illustrations and is a hardback edition. However, additional
material and colour images as well as audio visual (AV) files are contained on the
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accompanying CD. The following software is needed to access the CD: Microsoft™
Word 2000, Microsoft™ Powerpoint 2000 and Media Player™ for the MPEG and
video clips and Paint Shop Pro™. There is also an evaluation copy of MathCad™
to run the MathCad simulations, although both the signal and image processing
toolboxes are needed for some worksheets.

After an introduction in Chapter 1 to set the scene, the general system considera-
tions are discussed in Chapter 2. Chapter 3 considers some aspects of modelling,
which is now a key means of evaluating both capability and data. Chapter 4 provides
an introduction to the dielectric properties of earth materials and includes a consider-
ation of the suitability of soils. The characteristics of antennas suitable for use in SPR
systems are described in Chapter 5, and this is followed in Chapter 6 by a description
of the various modulation techniques. Chapter 7 reviews the variety of signal process-
ing options currently available. Indications are given of the range of options available
and descriptions of how various workers have approached their design and imple-
mentation for a given application. The applications of the technology are reviewed
in Chapter 8 (Archaeology), Chapter 9 (Civil engineering), Chapter 10 (Forensic
applications), Chapter 11 (Geophysical applications), Chapter 12 (Mine detection),
Chapter 13 (Utilities) and Chapter 14 (Remote sensing). Chapter 15 briefly considers
the selection of equipment but, unlike the first edition, directs the reader to the web-
sites of the companies concerned. Chapter 16 considers the licensing, radiological
and EMC aspects of GPR and Chapter 17 details additional bibliographic material.

Reference
TULEY, M. T., RALSTON, J. M., ROTONDO, F. S., ANDREWS, A. M., and

ROSEN, E. M.: ‘Evaluation of EarthRadar unexploded ordnance testing at Fort
A. P. Hill, Virginia’, IEEFE Aerosp. Electron. Syst. Mag., 2002, 17, (5), pp. 10-12
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Chapter 1
Introduction

1.1 Introduction

The possibility of detecting buried objects remotely has fascinated mankind over
centuries. A single technique which could render the ground and its contents clearly
visible is potentially so attractive that considerable scientific and engineering effort
has gone into devising suitable methods of exploration.

As yet, no single method has been found to provide a complete answer, but
seismic, electrical resistivity, induced polarisation, gravity surveying, magnetic sur-
veying, nucleonic, radiometric, thermographic and electromagnetic methods have
all proved useful. Ground penetrating, -probing or surface-penetrating radar has been
found to be a specially attractive option. The subject has a special appeal for practising
engineers and scientists in that it embraces a range of specialisations such as electro-
magnetic wave propagation in lossy media, ultra wideband antenna technology and
radar systems design, discriminant waveform signal processing and image processing.
Most ground penetrating radars are a particular realisation of ultra-wideband impulse
radar technology. Skolnik [1] considers that ‘the technology of impulse radar creates
an exciting challenge to the innovative engineer’ and ground probing radar to have
been a successful commercial venture although on a smaller scale than conventional
radar applications.

The terms ‘ground penetrating radar (GPR)’, ‘ground-probing radar’, ‘sub-surface
radar’ or ‘surface-penetrating radar (SPR)’ refer to a range of electromagnetic tech-
niques designed primarily for the location of objects or interfaces buried beneath
the earth’s surface or located within a visually opaque structure. The term ‘surface-
penetrating’ is preferred by the author as it describes most accurately the application
of the method to the majority of situations including buildings, bridges, etc. as well
as probing through the ground. However, the description ‘ground penetrating radar’
will be used to describe the technique as it has become almost universally accepted.
The technology of GPR is largely applications-oriented and the overall design philos-
ophy, as well as the hardware, is usually dependent on the target type and the material
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of the target and its surroundings. The range of applications for GPR methods is wide
and the sophistication of signal recovery techniques, hardware designs and operating
practices is increasing as the technology matures.

More recent developments include airborne and satellite surveying as well as
high-speed survey from vehicle mounted radars. There has been an enormous growth
in research into GPR and it has not been possible to cover all the groups working in
the field in this edition. Those working in the area will be able to use the publications
of the IEE, IEEE, SPIE, the GPR conferences and workshops, Geophysics and other
sources to ensure that they are fully up to date with the field. These are listed at the
end of this chapter. This second edition represents a snapshot of technology, practice
and future developments in the field at the time of publication but it is not exhaustive.

The first edition of the book was intended as an introduction to the subject. Most
of the basic material has been retained and is aimed at the growing number of poten-
tial users who wish to gain an introductory understanding of the method at a level
appropriate to the first year of undergraduate studies. It is assumed that, whatever
the reader’s background, be it in geophysics, civil engineering or archaeology, he
or she has a basic understanding of physics and geophysics and understands that
radar is an active measurement technique which allows the ranging and detection
of targets. Although each chapter has been written in the form of a self-contained
section relevant to its particular topic, the overall aim of the author has been to create
a sufficiently wide-ranging treatment that will enable interested readers to investigate
areas of particular interest in greater depth. To assist the reader, a list of suitable
references is provided at the end of each chapter. The second edition develops some
of the areas in more depth and hopefully will be found useful for those developing
particular specialities.

Following early laboratory developments in the late 1960s and 1970s in both the
US and UK commercial equipment has become more freely available and the GSSI
Impulse Radar has become the most widely used commercial system. More recently,
alternative equipment using various modulation techniques has become available and
the market is expanding. However, the impulse radar has been the most successful
design to date and probably accounts for 95% of the units in operation in the field.

The general structure of this volume is based on an earlier paper which was
published in a special edition of the IEE Proceedings Part F [2] by Daniels et al.
(1988), which served as an introduction to GPR techniques. This still serves well as
a primer and the introduction is still relevant and is quoted below.

GPR in the hands of an expert provides a safe and noninvasive method of conduct-
ing speculative searches without the need for unnecessary disruption and excavation.
GPR has significantly improved the efficiency of the exploratory work that is fun-
damental to the construction and civil engineering industries, the police and forensic
sectors, security/intelligence forces and archaeological surveys.

1.2 History

The first use of electromagnetic signals to determine the presence of remote terrestrial
metal objects is generally attributed to Hiilsmeyer in 1904, but the first description
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of their use for location of buried objects appeared six years later in a German patent
by Leimbach and Léwy. Their technique consisted of burying dipole antennas in an
array of vertical boreholes and comparing the magnitude of signals received when
successive pairs were used to transmit and receive. In this way, a crude image could
be formed of any region within the array which, through its higher conductivity
than the surrounding medium, preferentially absorbed the radiation. These authors
described an alternative technique, which used separate, surface-mounted antennas
to detect the reflection from a sub-surface interface due to ground water or to an ore
deposit. An extension of the technique led to an indication of the depth of a buried
interface, through an examination of the interference between the reflected wave and
that which leaked directly between the antennas over the ground surface. The main
features of this work, namely CW operation, use of shielding or diffraction effects
due to underground features, and the reliance on conductivity variations to produce
scattering, were present in a number of other patent disclosures, including some
intended for totally submerged applications in mines. The work of Hiilsenbeck [3]
in 1926 appears to be the first use of pulsed techniques to determine the structure
of buried features. He noted that any dielectric variation, not necessarily involving
conductivity, would also produce reflections and that the technique, through the easier
realisation of directional sources, had advantages over seismic methods.

Pulsed techniques were developed from the 1930s onwards as a means of probing
to considerable depths in ice [4, 5], fresh water, salt deposits [6], desert sand and rock
formations [7, 8]. Probing of rock and coal was also investigated by Cook [9, 10], and
Roe and Ellerbruch [11], although the higher attenuation in the latter material meant
that depths greater than a few metres were impractical. A more extended account of
the history of GPR and its growth up to the mid 1970s is given by Nilsson [12].

Renewed interest in the subject was generated in the early 1970s when lunar inves-
tigations and landings were in progress. For these applications, one of the advantages
of ground penetrating radar over seismic techniques was exploited, namely the ability
to use remote, noncontacting transducers of the radiated energy, rather than the ground
contacting types needed for seismic investigations. Remote transducers are possible
because the dielectric impedance ratio between free space and soil materials, typically
from 2 to 4, is very much less than the corresponding ratio for acoustic impedances,
by a factor which is typically of the order of 100.

From the 1970s until the present day, the range of applications has been expanding
steadily, and now includes building and structural nondestructive testing, archaeology,
road and tunnel quality assessment, location of voids and containers, tunnels and
mineshafts, pipe and cable detection, as well as remote sensing by satellite. Purpose-
built equipment for each of these applications is being developed and the user now
has a better choice of equipment and techniques.

1.3 Applications
Recent progress has been one of continuing technical advance largely applications-

driven, but as the requirements have become more demanding, so the equipment,
techniques and data processing methods have been developed and refined.
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GPR has been used in the following applications:

archaeological investigations

borehole inspection

bridge deck analysis

building condition assessment
contaminated land investigation

detection of buried mines (anti-personnel and anti-tank)
evaluation of reinforced concrete

forensic investigations

geophysical investigations

medical imaging

pipes and cable detection

planetary exploration

rail track and bed inspection

remote sensing from aircraft and satellites
road condition survey

security applications

snow, ice and glacier

timber condition

tunnel linings

wall condition

GPR has been very successfully used in forensic investigations. The most noto-
rious cases occurred in the United Kingdom in 1994, when the grave sites, under
concrete and in the house of Fred West, of the victims of the serial murderer were
pinpointed. In Belgium, the grave sites of the victims of the paedophile, Dutroux, were
detected in 1996. Both these investigations were carried out using GPR developed
by ERA Technology and the ERA team.

Archaeological applications of GPR have been varied, ranging from attempts to
detectthe Ark to the exploration of Egyptian and North American Indian sites as well as
castles and monasteries in Europe. The quality of the radar image can be exceptionally
good, although correct understanding normally requires joint interpretation by the
archaeologists and radar specialists.

Abandoned anti-personnel land mines and unexploded ordnance are a major hin-
drance to the recovery of many countries from war. Their effect on the civilian
population is disastrous, and major efforts are being made by the international com-
munity to clear the problem. Most detection is done with metal detectors, which
respond to the large amount of metallic debris in abandoned battlefield areas and
hence have difficulty in detecting the minimum metal or plastic mine. GPR technol-
ogy is being applied to this problem as a means of reducing the false alarm rate and
providing improved detection of low metal content mines.

GPR has been used for surveying many different types of geological strata ranging
from exploration of the Arctic and Antarctic icecaps and the permafrost regions of
North America, to mapping of granite, limestone, marble and other hard rocks as well
as geophysical strata.
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The thickness of the various layers of a road can be measured using radar tech-
niques. The great advantage is that this method is nondestructive and high speed
(>40 km/h) and can be applied dynamically to achieve a continuous profile or rolling
map. The accuracy of calibration tends to decrease as a function of depth because
of the attenuation characteristics of the ground. The accuracy may be quite high
(i.e. a few millimetres) for the surface wearing course but will degrade to centimetres
at depths of one metre.

While most GPR systems are used in close proximity to the ground, air-
borne systems have been able to map ice formations, glaciers, and penetrate
through forest canopy. Airborne GPR, processed using synthetic aperture techniques,
has been used to detect buried metallic mines from a height of several hundred
metres in SAR (synthetic aperture radar) mode. In addition the SIR-C satellite
SAR radar has imaged buried artefacts in desert conditions, and the JPL website
http://southport.jpl.nasa.gov/sir-¢/ is an important source of radar imagery.

The main operational advantages of the technique can be described as follows.
The antennas of a GPR do not need to be in contact with the surface of the earth,
thereby allowing rapid surveying. Antennas may be designed to have adequate
properties of bandwidth and beam shape, although optimum performance, espe-
cially where a small antenna-to-ground surface spacing is involved, will usually
be obtained only by taking into account details of the geometry and the nature of the
ground. Signal sources are available which can produce sub-nanosecond impulses
or alternatively which can be programmed to produce a wide range of modulation
types.

In general, any dielectric discontinuity is detected. Targets can be classified
according to their geometry: planar interfaces; long, thin objects; localised spher-
ical or cuboidal objects. The radar system can be designed to detect a given target
type preferentially and is potentially capable of producing an image of the target
in three dimensions, although little work has been done on this aspect of image
presentation.

The signal attenuation at the desired operating frequency is the main factor to
be considered when assessing the usefulness of radar probing in a given material.
As a rule, material that has a high value of low-frequency conductivity will have a
large signal attenuation. Thus gravel, sand, dry rock and fresh water are relatively
easy to probe using radar methods, while salt water, clay soils and conductive ores
or minerals are less so, but a reduction in the transmitted frequency means that even
these materials can be adequately investigated, though at the expense of a reduced
resolution between targets. GPR will work successfully in fresh water so that water
content is not a complete guide to achievable penetration range.

GPR relies for its operational effectiveness on successfully meeting the following
requirements:

(a) efficient coupling of electromagnetic radiation into the ground;
(b) adequate penetration of the radiation through the ground having regard to target
depth;
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(c) obtaining from buried objects or other dielectric discontinuities a sufficiently
large scattered signal for detection at or above the ground surface;

(d) an adequate bandwidth in the detected signal having regard to the desired
resolution and noise levels.

The essence of the technique is no different from that of conventional, free-space
radar, but of the factors that affect the design and operation of any radar system
the four requirements indicated earlier take on an additional significance in ground
penetrating radar work. Specifically, propagation loss, clutter characteristics and
target characteristics are distinctly different.

The radar technique is usually employed to detect backscattered radiation from a
target. Forward scattering can also yield target information, although for sub-surface
work at least one antenna would need to be buried, and an imaging transform would
need to be applied to the measured data.

The designer of radar for ground-penetrating applications has two problems, not
necessarily encountered by the designer of a conventional radar: designing to a limited
budget and overcoming difficult signal recovery probiems primarily associated with
signal to clutter ratio. As the cost of processing falls, the designer can consider signal
processing strategies previously thought uneconomic, and this will be likely to have
a significant effect on system design and hence commercial viability.

For example, in early radars for ground-penetrating applications, it was consid-
ered necessary to employ wideband antennas with linear phase response, because of
the resultant difficulties in deconvolving the antenna response. However, it is now
possible to correct for nonlinear phase characteristics, if desired, at a reasonable cost
by using appropriate signal processing techniques implemented in software.

GPR is vulnerable to extremely high levels of clutter at short ranges, and this
rather than signal/noise recovery is its major technical handicap. The system to be
specified should take this into account. Some basic guidelines can be suggested for
the user of radar for ground probing applications.

It is important to define clearly the target parameters. There is a considerable
difference between the target response from a buried pipe, a buried mine, a void or
a planar interface. This has a major impact on antenna design, polarisation state and
signal processing strategy and should be exploited.

The resolution and depth requirement needed should be clearly identified. This
in turn sets the frequency and bandwidth of operation, which then influence the
choice of modulation technique and hence the hardware design. The costs of over-
specification can be considerable and the physics of propagation should be kept
in mind.

The transmission loss characteristics will affect the selection of a system. It is
unlikely that synthetic aperture or holographic schemes will work well in high-loss
materials.

The display requirements can have a major impact on equipment costs. This has
a fundamental bearing on the type of signal processing required. Image presentation
obviously needs different signal processing from that required for target identification
and classification. Signal processing must take account of the needs of the user and as
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much as possible of the interpretation process should be done automatically, if GPR
techniques are to gain widespread acceptance for routine use in, say, pipe and cable
location. Recent developments have shown that it is possible to use a simple audio
output for the man—machine interface, and this is discussed in Chapter 12.

The operational requirements are such that physical decoupling of the antenna
from the surface should only be carried out where strictly necessary. This is not
simply for reasons of power transfer but also for reduction of clutter and efficiency
of transfer.

Some of the ancillary requirements of an operational ground penetrating radar
system need more consideration. There is a need for an accurate, small-scale, low-
cost position referencing system for use with radar for ground-penetrating survey
techniques. For utilities it will be most important that data can be related to a true
geographic reference, particularly when filed on digital mapping systems and used to
define areas of safe working. It will be necessary to provide some means of scanning
the antenna. Obviously a basic approach is the hand-held device but this places
severe limitations on the signal processing strategies. Alternatives are robotic arms
and miniature tracked vehicles; the former may limit the area of search but may be
cheaper for surveying road and pavement areas, while the latter may be the most
flexible, but will require accurate position referencing.

If the radar is to provide its operator with an image of targets under the ground
surface, then online processing will be needed. With the projected developments in
advanced microprocessors it is likely that significant amounts of online processing
will soon become economically feasible.

1.4 Development

The key future development area will be signal processing and image recognition
methods, and this requires development of core strategies generally based on decon-
volution techniques. The future of GPR is considered to be based on short range
geophysical exploration and nondestructive investigation. For short range geophysi-
cal exploration ground penetrating radar has already achieved some significant results.
It is, however, in the area of nondestructive investigation of structures such as tunnels,
roads, buildings and other examples of physical infrastructure of modern civilisation
that GPR has an increasingly important role to play.

Potential customers could be energy and communications utilities, mineral
resource exploration organisations, civil engineering organisations, nondestructive
testing companies, military and security organisations, architects, archaeologists and
scientific research establishments. Many of these organisations only wish to purchase
surface-penetrating radars provided the price is within reasonable limits, and they may
prefer to hire the services of a specialist surveying organisation or alternatively hire
equipment. It is likely that the commercial definition of a reasonable price for either
commercial equipment, hire or service, will be different from the military definition
of a reasonable price for a radar.



8 Ground penetrating radar

In addition, the experience of many of those commercial organisations in rela-
tion to electronic equipment is of mainstream suppliers of conventional equipment.
Suppliers of production quantities achieve economies of scale which are unlikely to
apply in the case of a radar for ground-penetrating applications.

The designer of surface-penetrating radars must therefore take into account the
type of markets which exist at present. However, the success of the current commercial
radars is encouraging and suggests that evolutionary design processes could widen
the market.

One possible design strategy for GPR could be seen as the development of a
modular system. With this approach, frequency range, and hence antenna type, can
be modified simply, and signal processing can be selected by choice of target and
display format. This would allow economy in development and of production and
result in a more commercially attractive product.

The potential cannot be overlooked of increasingly powerful microprocessors
available at low cost, capable of carrying out sophisticated signal processing and
then displaying the results so that interpretation by an expert is less important. This
potential should provide the technology necessary for radar for ground-penetrating
applications to gain wide acceptance as a valuable investigative tool capable of being
used by the nonspecialist. However, the pattern recognition capability of the human
brain is still unequalled and may remain so for many decades.

GPR is one of a very few methods available which allows the inspection of
objects or geological features which lie beneath an optically opaque surface. Much
funding to date has come from industries in the civil sector with a direct interest
in the information that can be derived from ground penetrating radar exploration:
the utilities (gas, electricity, water, telecommunications), oil and gas exploration
companies, geophysical survey groups. The total expenditure is still small when
compared with the investment, largely from military sources, in free space radar
developments. However, it is generally considered that GPR has been a successful
commercial venture even if its market sector value is not as large as some of the radar
applications.

With improvements in the performance of ground penetrating radar systems will
come wider commercial acceptance. The challenge for the designer is to speed up the
rate of development. Ground penetrating radar technology will become more firmly
established as its benefits are perceived and realised by users distinctly different from
those of conventional free-space radar technology.

Spectrum usage is becoming ever more contested and hence licensing is becoming
a key issue. The FCC and ETSI are in the process of regulating the use of the radio
frequency spectrum in a way which will challenge the manufacturers and users of
GPR. The reality is that GPR has caused no interference problems and much of
the pressure by other users is based on unwarranted nervousness. However, new
developments in noise radar and pseudo-random coded waveforms promise to further
reduce the potential for interference to other spectrum users. This is discussed in
Chapter 6.

Although GPR has achieved some spectacular successes, it would be unrealistic
to leave the impression that GPR is the complete solution to the users’ perceived
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problem (whatever that may be). A GPR will detect, within the limits of the physics
of propagation, all changes in electrical impedance in the material under investigation.
Some of these changes will be associated with wanted targets, while others may not
be. The radar has, in general, no way of discriminating, and much of the skill of the
successful user currently comes from forming a conclusion from both the radar image
and site intelligence. The more successful operators routinely exercise this discipline
and procedure.

The potential user should therefore understand both the capabilities and limitations
of the method. This book will have achieved that objective if the user employs radar in
the right place at the right time in parallel with other geophysical exploration methods.

1.5 Further information sources

Further useful information can be gained from a variety of sources, and a list is given
below of useful websites and institutions. A list of publications and sources is included
in each Chapter.

1.5.1 Individual websites

Some of these websites are solely GPR, while others contain useful material related
to GPR:
Dr David Noon’s website at http://www.cssip.uq.edu.aw/staff/noon/gprlist.htmi
Prof. Gary Olhoeft’s website on http://www.g-p-r.com/
ARIS website at http://demining.jrc.it/aris/
DeTeC website at http://diwww.epfl.ch/lami/detec/detec.html
Eudem website at http://www.eudem.vub.ac.be/

1.5.2 GPR conferences

GPR 2000 — Gold Coast, Australia, 8th International Conference on Ground Pene-
trating Radar. David Noon, University of Queensland, email: noon@cssip.uq.edu.au
GPR ’98 - Lawrence, Kansas, USA, 7th International Conference on
Ground Penetrating Radar. Dr. Richard Plumb, University of Kansas, email:
rplumb@binghamton.edu

GPR ’96 — Sendai, Japan, 6th International Conference on Ground Penetrating Radar.
Prof. Motoyuki Sato, Tohoku University, email: sato@cneas.tohoku.ac.jp

GPR ’94 — Kitchener, Ontario, Canada, 5th International Conference on Ground
Penetrating Radar. David Redman, Sensors & Software, email: dr@sensoft.ca

GPR ’92 - Rovaniemi, Finland, 4th International Conference on Ground Penetrating
Radar. Pauli Hanninen, Geological Survey of Finland

GPR ’90 ~ Lakewood, Colorado, USA, 3rd International Conference on Ground
Penetrating Radar. Prof. Gary Olhoeft, Colorado School of Mines, email:
golhoeft@mines.edu
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1988 — Gainesville, Fiorida, USA, 2nd International Symposium on Geotechnical
Applications of Ground Penetrating Radar. Mary Collins, University of Florida, email:
mec@gnv.ifas.ufl.edu

1986 — Tifton, Georgia, USA, 1st International Conference on Geotechnical
Applications of Ground Penetrating Radar

1.5.3 International workshops on advanced GPR

IWAGPR Delft 01 — st International Workshop on Advanced Ground Penetrating
Radar (International Workshop) published in ‘Subsurface sensing technologies and
applications’ (Kluwer, June 2001)

IWAGPR Delft 03 — 2nd International Workshop on Advanced Ground Penetrating
Radar (International Workshop). Web link: http://irctr.et.tudelft.nl/IWAGPR/

1.5.4 Institution of Electrical Engineers (UK)

See also Radar 2002

http://www.iee.org/Publish/Digests/conf2002.cfm

See IEE Proceedings, Radar, Sonar and Navigation

Web link http://ioj.iee.org.uk/journals/ip-rsn

See Edinburgh MD96 — Detection of abandoned landmines (Main Past Conference)
Web link: http://www.iee.org/Publish/Digests/conf1996.cfm

See Edinburgh MD98 — Second International Conference on the Detection of Aban-
doned Land Mines (Main Past Conference)

Web link: http://www.iee.org/Publish/ Digests/conf1998.cfm

1.5.5 Institute of Electrical and Electronics Engineers (USA)

Proceedings — particularly the Societies for:
Antennas and Propagation
http://www.ieeeaps.org/

Aerospace and Electronic Systems
http://ewh.ieee.org/soc/aes/

For Radar conferences see also
http://www.ewh.ieee.org/soc/aes/Conferences.html
Geoscience and Remote Sensing
http://www.ewh.ieee.org/soc/grss/
Microwave Theory and Transactions
http://www.mtt.org/

1.5.6 SPIE (International Society for Optical Engineering) conferences

SPIE Orlando: SPIE Detection and Remediation Technologies for Mines and Minelike
Targets 1995 to 2003
http://spie.org/app/conferences/index.cfm?fuseaction=archive&year=2002
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1.5.7 Geophysics

http://www.geo-online.org/

1.5.8 Sub-surface sensing technologies and applications
http://www.kluweronline.com/issn/1566-0184
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Chapter 2
System design

2.1 Introduction

GPR has an enormously wide range of applications, ranging from planetary
exploration to the detection of buried mines. The selection of a range of frequency
operations, a particular modulation scheme, and the type of antenna and its polarisa-
tion depends on a number of factors, including the size and shape of the target, the
transmission properties of the intervening medium, and the operational requirements
defined by the economics of the survey operation, as well as the characteristics of the
surface. The specification of a particular type of system can be prepared by examining
the various factors which influence detectivity and resolution.
To operate successfully, ground penetrating radar must achieve:

(a) an adequate signal to clutter ratio

(b) an adequate signal to noise ratio

(c) an adequate spatial resolution of the target
(d) an adequate depth resolution of the target.

Most GPR systems detect the backscattered signal from the target, although forward
transmission methods are used in borehole tomographic radar imaging.

This Chapter considers the principal factors affecting the design of a GPR in order
to illustrate those factors which need to be considered. The aim is to illustrate the
technical options available to the operator or designer. This is not a rigorous treatment
of radar system analysis but does enable an order of magnitude estimate of the various
loss components to be assessed. Many radar systems generate a fast rise time impul-
sive voltage, so the signal level is best considered from the point of view of voltages
across particular nodes in the network. A consideration of this approach is given at
the end of this section, and an expression suitable for evaluation using MathCAD™
is included, together with a series of modelled results for particular values.

A block diagram of a generic radar system is shown in Figure 2.1. The source of
energy can be an amplitude, frequency or phase modulated waveform or noise signal,
and the selection of the bandwidth, repetition rate and mean power will depend upon
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transmitter receiver processor display

)

Figure2.1  Block diagram of generic radar system

the path loss and target dimensions. The transmit and receive antennas will usually be
identical and will be selected to meet the characteristics of the generated waveform.
The receiver must be suitable for the type of modulation and down-conversion and
possess an adequate dynamic range for the path losses that will be encountered. The
various design options are shown in Figure 2.2, and will be discussed in Section 2.7
as well as in subsequent chapters.

An initial estimate of the range performance of the radar can be gained by consid-
ering the following factors: path loss, target reflectivity, clutter and system dynamic
range. The spatial resolution of the radar can be determined by considering the depth
and plan resolution separately.

The majority of GPR systems use an impulse time domain waveform and receive
the reflected signal in a sampling receiver. However, more use has been made of
FMCW and stepped frequency radar modulation schemes in recent years and, as the
cost of the components decreases, it may be expected that more of these systems
will be used, as their dynamic range can be designed to be greater than the time
domain radar.

2.2 Range

2.2.1 Introduction

The range of a GPR is primarily governed by the total path loss, and the three main
contributions to this are the material loss, the spreading loss and the target reflection
loss or scattering loss.
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radar system design options

domain time frequecy spatial

|
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\/ v

receiver matched filter complex I/Q mixer correlator

direct sampling
sequential
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down-conversion

I

singularity expansion
methods
wavelet transforms

processing image processing pattern recognition

neural networks
Figure2.2  Ground penetrating radar system design options

An example of a simplified general method of estimation is given in this section. It
should be noted that this contains many simplifying assumptions, which later chapters
will discuss in more detail. The main assumption relates to the spreading loss. In
conventional free-space radar the target is in the far field of the antenna and spreading
loss is proportional to the inverse fourth power of distance provided that the target is
a point source. In many situations relating to ground penetrating radar the target is
in the near field and Fresnel zone and the relationship is no longer valid. However,
for this example an R~* spreading loss will be assumed, even though for a planar
interface this is not valid and a correction is included.

The signal that is detected by the receiver undergoes various losses in its propa-
gation path from the transmitter to the receiver (see Figure 2.3). The total path loss
for a particular distance is given by

Lr=L.+Ly+Lig+Lipp+Ls+ Lo+ Ly (2~1)
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transmit
/ sidelobe clutter
interface
front surface reflection
reflection

Figure2.3  Physical layout of radar system

Figure2.4  OQutline arrangement of GPR system

where:

L. =antenna efficiency loss in dB

L,, = antenna mismatch losses in dB

L1 =transmission loss from air to material in dB
L,y =retransmission loss from material to air in dB
L; =antenna spreading losses in dB

L, = attenuation loss of material in dB

L = target scattering loss in dB
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At a fixed frequency of, say, 100 MHz these losses may be estimated. In general,
for accurate prediction, this calculation needs to be made over a wide band of frequen-
cies, but for this example a single frequency is assumed. The radar to be considered is
an impulse radar using planar loaded dipole antennas operated on the ground surface
and the target is a planar interface at a depth of 1.0 m from the front surface of the
material as shown in Figure 2.4. For this example, the lateral dimensions of the planar
interface can be considered to be infinitely large. The example will assume that for
the first layer of soil ¢, = 9 and tan § = 0.1 while for the second layer of soil ¢, = 16
and tan § = 0.5. This gives the modulus of impedance of the first layer as 125 2 and
the second as 89 2 at a frequency of 100 MHz.

2.2.2 Antenna loss

The antenna efficiency is a measure of the power available for radiation as a proportion
ofthe power applied to the antenna terminals. In the case of resistively loaded antennas
the efficiency is not high and is the result of the need for wideband operation. It would
be expected that over an octave bandwidth the efficiency of a loaded antenna would
be 4 dB lower than that of an unloaded antenna, which might have a loss of 2 dB. For
other types of antenna, i.e. the short axial horn, TEM horn, etc., the antenna efficiency
is higher and lower losses can be expected.

In the example under consideration it is assumed that L, = —2 dB per antenna,
i.e. —4 dB for a pair of loaded dipole antennas.

2.2.3 Antenna mismatch loss

The antenna mismatch loss is a measure of how well the antenna is matched to the
transmitter; usually little power is lost by reflection from antenna mismatch and is in
the order of —1dB.

2.2.4  Transmission coupling loss

In the case of antennas operated on the surface of the material the transmission loss
from the antenna to the material is given by

4Z,.Z, )

2 2.2)
| Zm + Zal?

Ly = ~20logy (

where:

Z, = characteristic impedance of air, which equals 377 Q
Z,n, = characteristic impedance of the material,

/ 1 8 3
Z, = ( ,uoll«r) - (cos 3 + jsin 5) (2.3)
£08r /(1 + tan?5)?

Typically, for many earth materials Z,, = 125 Q; hence L;; = —2.5dB.
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2.2.5 Retransmission coupling loss

The retransmission loss from the material to the air on the return journey is given by

4Z,, Z
Lt2 = —20 lOglO (ﬁ) dB (2‘4)
m a

Hence L,y = —2.5dB.

2.2.6 Spreading loss

The antenna spreading loss is conventionally related to the inverse fourth power of
distance for a point reflector, and in this example the ratio of the received power to
the transmitted power is given by

P, G A
full A _’__’97 (2.5)
Py (4nR?)
where:
G = gain of transmitting antenna (loaded dipole) = 15
A, =receiving aperture (loaded dipole) = 4 x 1072 m?
R =range to the target = 1.0m
o =radar cross-section (¢ = | m?).
Hence L; can be defined as
G:A
Ly = —101logy, ——L;Uz—
(4nR?)
=-21dB (2.6)

It should be noted that the radar range equation assumes a point source scatterer,
which is not always the case. The range law may need adjusting for the differ-
ent types of targets as shown in Table 2.1, and in this case a planar relationship
is used.

The nature of the target influences the magnitude of the received signal. The
following approximate relationships apply for targets, which extend across the zone
illuminated by an antenna (i.e. its footprint).

Considerably more backscattered energy will be returned from a planar reflector at
a given depth compared with other target types exhibiting similar dielectric contrasts.
As the target assumed in this example is a planar interface, a correction to the R—*
law is necessary.
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Table2.1 Adjustment of range law for different types of

target
Nature of target Magnitude of received signal
Point scatterer (small void) (target depth)‘4
Line reflector (pipeline) (target depth)_3

Planar reflector (smooth interface) (target depth)‘2

2.2.7 Target scattering loss
In the case of an interface between the material and a plane, where both the lateral
dimensions of the interface and the overburden are large, then

Zy -2y

L, =201 l - |——
5 Og( Z1+ 2>

) +20logo (2.7)

Zy = characteristic impedance of first layer of material
Z, = characteristic impedance of second layer of material
o = target radar cross-section

Note that the radar cross-section should be considered as a bistatic radar cross-section
in relation to the antenna radiation patterns.

Typically, Ls. would be in the order of —1.6 dB for the interface between the
first and second layers. In this example ¢ is considered to be unity, i.e. 0 dB, as the
situation is equivalent to an infinite dielectric half-space.

Where the physical dimensions of the interface or anomaly are small, then the
target scattering loss L. increases due to the geometry of the situation, and the
returned signal becomes smaller. Under some conditions the physical dimensions
of the anomaly are such as to create a resonant structure, which increases the level of
the return signal and decreases the target scattering loss. It is possible to distinguish
air filled voids and water filled voids by examination of their resonant characteristics
and the relative phase of the reflected wavelet. Water has a relative dielectric constant
of 81, which will serve to reduce the resonant frequency of any void by a factor of
9( /%), and this variation may be the means of identifying water filled voids.

Table 2.2 gives an indication of the radar cross-sectional area in free space. The
dimensions should be corrected for the different wavelengths within the material. The
following radar cross-sections are, of course, relevant only to extended scatterers, and
this should be taken into account when calculating overall system losses.

Many of the targets being searched for by sub-surface radar methods are non-
metallic, so their scattering cross-section is dependent upon the properties of the
surrounding dielectric medium. Where the relative permittivity of the target is lower
than that of the surrounding medium, such as an air-filled void below a concrete
ground slab, the interface does not produce a phase reversal of the backscattered
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Table 2.2  Radar cross-sections

Scatterer Aspect Radar CSA Symbols
Sphere o = na? a = radius
4mA?
Flat plate Normal o=— A = plate area
arbitrary A
shape
A cos @ sin® (k! sin
Cylinder Angle broadside o =a cos Sm, (2 sin 9) a = radius
27 sin“0 | = length
, nbg o
Prolate Axial o=— ap = major axis
spheroid ] bo = minor axis
. . dna? .
Triangular Symmetry axis o = EYVE L = side length
trihedral A
corner
reflector

wave. Conversely, when the scattering is caused by a metallic boundary or where the
relative permittivity of the target is larger than that of the surrounding medium, phase
reversal occurs in the backscattered wave. This phenomenon may be used as a way
of distinguishing between conducting and nonconducting targets.

The physical shape of the target will influence the frequency and polarisation of
the backscattered wave and can be used as a means of preferential detection. The effect
of the high permittivity of typical soil means that some targets, such as thin-walled
plastic pipes, produce a stronger radar return when buried than when in free space.
In such circumstances, the radar is responding primarily to the dielectric properties
of the enclosed volume (i.e. the water or air-filled space within the pipe).

The type of target being sought (i.e. a sphere, a linear target such as a pipe
or an interface) affects the choice of antenna type and configuration as well as the
kind of signal processing techniques which may be employed. Generally, parallel
arrangements of dipole antennas are suitable for most targets whereas crossed dipoles
are more appropriate for either small or linear targets.

2.2.8 Material attenuation loss

The attenuation loss of the material is given by

Ly =8.686 x 2 x R x 2nf\/(%8°8r (,/(1 +tan28)) - 1) 2.8)
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Table 2.3 Material loss at 100 MHz and 1 GHz

Material Lossat 100MHz Lossat 1 GHz
Clay (moist) 5-300dBm~!  50-3000dBm™!
Loamy soil (moist) 1-60dBm™! 10-600 dBm ™!
Sand (dry) 0.012dBm~!  0.1-20dBm™!
Tce 0.1-5dBm™! 1-50dBm™!
Fresh water 0.1dBm™! 1dBm™!

Sea water 100dBm™! 1000 dBm™~!
Concrete (dry) 0.5-25dBm~! 5-25dBm™!
Brick 03-20dBm~! 3-20dBm™!

where:

f =frequency in Hz
tan § = loss tangent of material

g, =relative permittivity of material
&0 = absolute permittivity of free space
wr =relative magnetic susceptibility of material

uo = absolute magnetic susceptibility of free space

A typical range of loss for various materials at 100 MHz and 1 GHz is shown in
Table 2.3.

2.2.9 Total losses

From the previous sections the total losses that will occur at 100 MHz during
transmission through 1m of material of 2.7 dB/m attenuation and then reflection
from a boundary interface, where Z; = 125 Q and Z; = 89 2 would be

Lr=Le+Lp+Ln+Lonp+Ls+ Lo+ Ly
=—-4dB—-1dB—-25dB—-25dB—-21dB—5.5dB - 1.6dB
= -38dB (2.9)

A basic model for this situation using Mathcad"" is given on the CD, and parameters
can be changed to model different situations. On the CD click onto Gpr-signal-
range.mcd to view the sheet. Change the parameter values for ¢, and tan § to see
the effect of material changes. A plot of the various components of the returned signal
is given in Figure 2.5.

In the case of a time domain radar system it is more practical to consider peak
voltages. The capability of a sub-surface radar system to detect a reflected signal of
peak voltage V., if the peak transmitted voltage is V;, can be termed the detectability
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Figure2.5  Signal amplitude against range

of the radar system,
D =20log(V;/V;)

The limiting factor of detectability is the noise performance of the receiver; hence
the received voltage must be greater than the noise voltage generated by the latter.

In the case of the previously calculated loss, if the transmitter generates a pulse
of peak magnitude 50V, then the peak received signal would be 112 mV.

Most time domain radar receivers can detect a | mV signal even without averaging;
hence a reflected wavelet of peak amplitude of 112 mV should be capable of being
casily detected. This is only the case ifthe clutter signals are also low and the amplitude
of the clutter signal should also be determined at the same range. Figure 2.5 shows
a graph of the various signal levels plotted against range over the interval 1 to 10 m.
Note that close to the antenna that is in the range 0 to 1 m, the above analysis is not
applicable.

From the values of attenuation indicated above and the nature of the frequency
dependence, it follows that for a given signal detection threshold the maximum depth
of investigation decreases rapidly with increasing frequency. Most sub-surface radar
systems operate at frequencies less than 2 GHz. Figure 2.6 shows for a range of
materials measured by Cook [1] the maximum depth of penetration at which radar
is likely to be able to give useful information and the approximate upper frequency
of operation. Typical maximum depths of penetration rarely exceed 20 wavelengths,
except in very low attenuation dielectric mediums. Often the depths of penetration
will be much less, particularly in lossy dielectrics.
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Figure2.6  Radar probing range (after Cook [1])

It might be thought that a GPR needs to have as low a frequency of operation
as possible to achieve adequate penetration in wet materials. However, the ability to
resolve the details of a target or separately detect two targets is proportional to the
size or spacing of the target in relation to the wavelength of the incident radiation.
Consequently a high frequency is desirable for resolution. A compromise between
penetration and resolution must be made and is an important consideration in either
the selection of system bandwidth or the range of frequencies to be radiated.

Consideration needs also to be given to the fact that, not only does attenuation
decrease with frequency, but so does target scattering cross-section. This leads to the
situation where it is possible that, for certain targets, material properties and depths,
the received signal decreases with frequency. This effect is shown in Figure 2.7 (from
Daniels et al. [2]), where the ratio between the reflected power, at frequencies of
50 MHz and 500 MHz, at the ground surface has been calculated for small diameter
metallic (broken line) or nonmetallic (solid line) cylinders.

In addition to the estimation of signal levels, it is possible to determine the prob-
ability of detection and the probability of false alarm for a particular target, and this
is shown in Section 3.2.
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Figure2.7 Received signal level of various targets (after Daniels et al. [2])
2.3 Velocity of propagation
It can easily be recognised that if the propagation velocity can be measured, or derived,

an absolute measurement of depth or thickness can be made. For homogeneous and
isotropic materials, the relative propagation velocity can be calculated from

¢ -1
= 2.10
vy NG ms (2.10)
and the depth derived from
t
d = Vri m 2.1

where ¢, is the relative permittivity and ¢ is the transit time to and from the target.
In most practical trial situations the relative permittivity will be unknown. The
velocity of propagation must be measured in situ, estimated by means of direct mea-
surement of the depth to a physical interface or target (i.e. by trial holing), or by
calculation by means of multiple measurements.
From Figure 2.8 it can be seen that if a hyperbolic spreading function can be
measured then the propagation velocity can be derived from

2.12)

and the depth to the target

do = "'2 fo (2.13)
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Figure2.9  Common depth point estimation
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An alternative method of calculating the depth of a single planar reflector is by
means of the common depth point method. If both transmitting and receiving anten-
nas are moved equal distances from the common centre point the same apparent
reflection position will be maintained. The depth of the planar reflector can be
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derived from

x2 12 — x212

_ n—1'n nn—1
dn = 71——42— (2.14)
n— n

where the two positions of the antenna are shown in Figure 2.9.

The variation of permittivity with frequency in wet dielectrics implies that there
will be some variation in the velocity of propagation with frequency. The magnitude
of this effect will generally be small for the range of frequencies typically employed
for sub-surface radar work. A dielectric exhibiting this characteristic is said to be
‘dispersive’. Where the material has different propagation characteristics in different

Table 2.4  Material propagation characteristics

Material Relative Propagation Wavelength
permittivity  velocity, cm/ns

100 MHz 1GHz

cm cm
Air 1 30 300 30
Concrete 9 10 100 10
Freshwater 80 3.35 33 3
1
0.9
0.8
0.7 \
0.6 \
)m//l 0.5 \
04 \
0.3
0.2
ol T ——— |
0

0 10 20 30 40 50 60 70 30 90 100

relative permittivity

Figure2.10  Normalised wavelength against relative permittivity
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directions it is said to be anisotropic, and an example is coal in the seams prior to
excavation, where the propagation characteristics normal to the bedding plane are
different from those parallel to the plane.

In free space the propagation velocity, ¢, is 3 x 108 ms™!. The velocity in air is
very similar to that in free space and is normally taken as the same. In sub-surface
radar work the elapsed time between the transmitted and received pulses is measured
in nanoseconds (10~ s) because of the short travel path lengths involved.

Propagation velocity decreases with increasing relative permittivity. The wave-
length within the material also decreases as the velocity of propagation slows in
accordance with the following relationship:

wavelength A, = % (2.15)

The result of these effects is illustrated by Table 2.4; see also Figure 2.10.

2.4 Clutter

The clutter that affects a GPR can be defined as those signals that are unrelated
to the target scattering characteristics but occur in the same sample time window
and have similar spectral characteristics to the target wavelet. This is a somewhat
different definition from conventional radar clutter and should be borne in mind when
considering conventional methods of clutter filtering such as MTI, which would be
inappropriate to apply to ground penetrating radar data.

Clutter can be caused by breakthrough between the transmit and receive antennas
as well as multiple reflections between the antenna and the ground surface. Clutter
will vary according to the type of antenna configuration, and the parallel planar dipole
arrangement is one where the stability of the level of breakthrough is most constant.
Typically a maximum level of —40dB to —50 dB is encountered.

The planar crossed dipole antenna can be designed and manufactured to provide
very low levels of breakthrough (>70 dB). However, it then becomes very suscep-
tible to ‘bridging’ by dielectric anomalies on the near surface which can degrade
the breakthrough in a random manner as the antenna is moved over the ground sur-
face. The variability of the breakthrough is unfortunate as it is not usually amenable
to signal processing. The same problem is encountered with planar spiral antennas.
Local variations in the characteristic impedance of the ground can also cause clutter,
as can inclusions of groups of small reflection sources within the material. In addi-
tion, reflections from targets in the side lobes of the antenna, often above the ground
surface, can be particularly troublesome. This problem can be overcome by careful
antenna design and incorporating radar absorbing material to attenuate the side and
back lobe radiation from the antenna.

In general, clutter is more significant at short range times and decreases at longer
times.

It is possible to quantify the rate of change of the peak clutter signal level as a
function of time as in many cases this parameter sets a limit to the detection capability
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ofthe radar system. The effect of clutter on system performance is shown in Figure 2.5,
which illustrates the consequent limitation on near-range radar performance.

Various techniques have been investigated in the search for a method of reducing
clutter. In the case of impulse radars using TEM horns or FMCW radars using ridged
horns and reflectors, it has been found possible to angle the bore sight of the horn
antennas to take advantage of the critical angle, thereby suppressing to some extent
the ground surface reflection.

2.5 Depth resolution

There are some applications of sub-surface radar, such as road layer thickness mea-
surement, where the feature of interest is a single interface. Under such circumstances
it is possible to determine the depth sufficiently accurately by measuring the elapsed
time between the leading edge of the received wavelet and a reference time such as
the front surface reflection provided the propagation velocity is accurately known.

However, when a number of features may be present, such as in the detection
of buried pipes and cables, then a signal having a larger bandwidth is required to be
able to distinguish between the various targets and to show the detailed structure of
a target. In this context it is the bandwidth of the received signal which is important,
rather than that of the transmitted wavelet. The ‘earth’ acts as a lowpass filter, which
modifies the transmitted spectrum in accordance with the electrical properties of the
propagating medium. The results from a simplified model of this situation are shown
in Figure 2.11, where the general pulse stretching can be seen for different rates of
attenuation. A Ricker wavelet has been used as the source impulse as this is a typical
impulse. Note that the output impulse has been auto-scaled for clarity and actually is
severely attenuated as the lowpass filter slope is increased.

The required receiver bandwidth B’ can be determined by considering the power
spectrum of the received signal. The power spectrum results from the Fourier trans-
form of the received signal wavelet. If the envelope of the wavelet function is
considered, it is possible from the Rayleigh criterion for resolution to determine
the receiver bandwidth. An alternative definition of the receiver bandwidth is given
by Cook [1] and is derived from the autocorrelation function of the signal wavelet.

If f(z) is the wavelet, then the autocorrelation function is given by

R = / FOf(t - 1) de (2.16)

The general shape of the autocorrelation function shown in Figure 2.12, which is
related to the matched filtering resolution, can be used to define the bandwidth require-
ment. The autocorrelation function is, of course, related to the power spectrum of the
received waveform and is therefore a useful measure. A receiver bandwidth in excess
of 500 MHz and typically 1 GHz is required to provide a typical resolution of between
5 and 20 cm, depending on the relative permittivity of the material.
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The required receiver bandwidth can be determined by considering the power
spectrum of the received signal. The power spectrum results from the Fourier
transform of the received signal wavelet and is shown in Figure 2.13.

If the envelope of the wavelet function is considered as shown in Figure 2.14, then
it is possible from the Rayleigh criteria for resolution to determine a receiver band-
width. An alternative definition of the receiver bandwidth is given in Reference [1]
and is derived from the autocorrelation function of the signal wavelet.
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Although a greater depth resolution is achieved in wetter materials for a given
transmitted bandwidth, earth materials with significant water content tend to have
higher attenuation properties. This characteristic reduces the effective bandwidth,
tending to balance out the change so that within certain bounds the resolution is
approximately independent of loss within the propagating material.

Where interfaces are spaced more closely than one half wavelength the reflected
signal from one interface will become combined with that from the other, as shown
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in Figure 2.15. In such circumstances some form of deconvolution processing would
be required in order to recognise the responses from the individual interfaces and to
enable them to be characterised and traced. However, such processing is not normally
carried out during standard commercial radar surveys.

2.6 Plan resolution

The plan resolution of a subsurface radar system is important when localised targets
are sought and when there is a need to distinguish between more than one at the
same depth. Where the requirement is for location accuracy, which is primarily a
topographic surveying function, the system requirement is less demanding.

The effect of the radiation footprint on the ground can be seen from Figure 2.16,
where the distance between the radiating source and the ground surface has been
increased from 0.1 m to 0.5 m (left to right). The ground area is 2 m by 2 m and it can
be seen that the width of the 3 dB footprint increases considerably as the source is
raised from the ground. The effect of this on the image resolution is also considerable
as the convolution of the antenna pattern with the target causes a blurring of the target
image as shown in Figure 2.17.

The plan resolution is defined by the characteristics of the antenna and the signal
processing employed. In general, to achieve an acceptable plan resolution requires
a high gain antenna. This necessitates an antenna with a significant aperture at the
lowest frequency transmitted. To achieve small antenna dimensions and high gain
therefore requires the use of a high carrier frequency, which may not penetrate the
material to sufficient depth. When choosing equipment for a particular application it
is necessary to compromise between plan resolution, size of antenna, the scope for
signal processing and the ability to penetrate the material.
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Plan resolution improves as attenuation increases, assuming that there is sufficient
signal to discriminate under the prevailing clutter conditions. In low attenuation media
the resolution obtained by the horizontal scanning technique is degraded, but under
these conditions the use of advanced signal processing techniques becomes feasible.
These techniques typically require measurements made using transmitter and receiver
pairs at a number of antenna positions to generate a synthetic aperture or focus the
image. Unlike conventional radars, which generally use a single antenna, most GPR
systems use separate transmit and receive antennas in what has been termed a bistatic
mode. However, as the antenna configuration is normally mobile, the term bistatic is
not really relevant.

The descriptions normally applied to the modes of geophysical survey appear
more relevant and are therefore introduced. Geophysicists classify surveys in four
main modes: common source, common receiver, common offset and common depth
point, as shown in Figure 2.18.

Most GPR surveys use a common offset survey mode in which the separation
between the transmitter and receiver is fixed. However, both common depth point
and common source or receiver modes have also been used but require different signal
processing approaches.

In the common offset mode the transmitter and receiver antennas are scanned
above the ground surface over a buried target as shown in Figure 2.18. The received
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power for a point source scatterer in the far field can be shown to be proportional to

P, cos* 6
where « is the attenuation coefficient and 6 is the angle between the midpoint of the
combined transmit-receive antenna and the vertical to the target.

Where the plan resolution is defined as the half power points of the spatial response
of the scatterer at the plane of the surface, the resolution is approximated by

In2
Ax = 4d. 2.18
* 2+ad 2.18)

This approximation takes no account of the antenna beam pattern in either x
or y directions. However, it does indicate that as the attenuation increases the plan
resolution improves, provided that adequate signal to noise and signal to clutter ratios
are maintained. It should be noted that, in low attenuation materials, synthetic aperture
processing can be applied and plan resolution is recovered.

Typically the improvement in resolution is most noticeable at depths greater than
1 m, and an improvement in resolution of 30% would be found in the plan resolution
of targets buried at 2 m in materials of 9 dBm~! and 30 dBm™! attenuation.

P, exp(—2ad sect) 2.17)

2.7 System considerations

The majority of surface penetrating radars are based on the time domain impulse
design. Alternative design options can be considered, and experimental versions of
stepped frequency (SFCW) or synthesised impulse (SI), as well as frequency modu-
lated (FMCW), noise or pseudo random coded (PRC), have been designed and built.

While the different modulation techniques are considered in detail in Chapter 6 it
is useful to summarise the general attributes of each option (see Figure 2.19).

Time domain impulse radar systems are available commercially, and manu-
facturers usually offer a range of antennas and pulse lengths to suit the desired probing
range. Depths of greater than 30 m require pulse lengths in the order of 40 ns (approx-
imately a bandwidth of 50 MHz at a centre frequency of 25 MHz), and very short
range precision probing may use pulse lengths of the order of or less than 1.0ns —
that is, an approximate bandwidth of 2 GHz at a centre frequency of 1 GHz.

Planar impulse radar antennas generally operate closely coupled to the ground and
are usually designed so that the polarisation of the transmitted and received signals
are parallel. The exception to this is the crossed dipole antenna, which has been used
for detecting either linear features such as pipes, cables and cracks in the material or
small targets such as buried plastic mines.

Most antennas have a relatively small footprint, which means that rapid and wide
area surveying can only be achieved with multi-channel radar systems. For road
survey such methods are cost effective and practical. An alternative to the planar
antenna is the TEM horn, which can be used with a surface to antenna spacing of
up to 1 m.
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Although alternative modulation methods to the impulse radar have been used,
there is very little commercially available FMCW, stepped frequency or synthesised
pulse radar equipment, although this situation could change in the future.

Whatever system is considered it is important to consider the receiver dynamic
range and sensitivity rather than the ratio of the peak transmitted signal to the minimum
detectable signal.

A practical example will illustrate the reason for this. If a GPR is being used to
survey the road and traverses a metal cover on the surface of the road the received
signal will be maximum and may well saturate the receiver circuits. If the receiver
cannot recover from this high level input within a few nanoseconds, all low level
signals caused by targets deeper than and adjacent to the cover will go undetected. It
istherefore the receiver performance and the method of signal down-conversion which
must be considered as defining the overall performance. Areceiver with atrue dynamic
range of 60 dB followed by an analogue to digital converter with a dynamic range of
96 dB (16 bits) is only capable of providing an effective dynamic range of 60 dB.

Great care should be taken when interpreting specifications to ascertain the true
system performance.

2.8 References

[1] COOK, J.: ‘Radar transparencies of mine and tunnel rocks’, Geophysics, 1975,
40, (5), pp. 865-885

[2] DANIELS, D. J., GUNTON, D. J., SCOTT, H. F.: ‘Introduction to sub-surface
radar’, IEE Proceedings F, 1988, 135, (4), pp. 278-321



Chapter 3
Modelling techniques

3.1 Introduction

Models of the GPR situation range from a simple single frequency evaluation of path
losses to complete 3D time domain descriptions of the GPR and its environment. This
Chapter introduces some of the approaches and provides a starting point for further
exploration of the literature.

Modelling techniques include single frequency models, time domain models,
ray tracing, integral techniques (MOM — method of moments) and discrete element
methods. The finite-difference time-domain (FDTD) technique has become one of
the popular techniques and can be developed to run on most desktop computers with
relative efficiency.

The most basic model uses the radar range equation and enables an estimate of
received signal level, dynamic range and probability of detection to be assessed. It
has significant weaknesses in that most close range GPR systems are operating in the
near field or even the reactive field of the antenna (which is also in a bistatic mode),
whereas the model assumes a far field model. It is probably more relevant to the
longer-range geophysical applications where the target is many tens of metres from
the radar. This is described in Section 3.2. A transmission line model, which enables
an A-scan representation to be generated, is described in Section 3.3 and is followed
by a simulation using a finite-difference time domain (FDTD) method to model the
field propagation of a typical GPR system. Sections 3.4 and 3.5 provide further and
more detailed examples of modelling methods as applied to particular situations.

Other models are available from academic sources or as commercial products
from vendors of GPR equipment and geophysical houses.

Work on the modelling of GPR antennas has been carried out by Huang ez al. [1],
Lee et al. [2] and Guangyou et al. [3] using an FDTD method, as well as by Martel
et al. [4] and Meincke and Kim [5]. Particular attention has been paid to soil effects
by Teixeira et al. [6, 7], Chew et al. [8], Oguz and Gurel [9], Liu and Fan [10],
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Liu et al. {11], Rappaport and Weedon [12], and Gurel and Oguz [13]. Special
consideration to rough surfaces has been made by Rappaport and El-Shenawee [14].
Three-dimensional modelling of GPR has been carried out by Zhan et a/. [15], Gurel
and Oguz [16], and Oguz and Gurel [17]. Further modelling techniques are explored
by Desai et al. [18] and Wang et al. [19], who carried out a SAR simulation.

GprMax2D V1.5 (electromagnetic simulator for ground-probing radar) is freely
available for teaching and research purposes and can be downloaded in either
Windows™" or Linux (http://www.gprmax.org/) and was developed by Dr Antonis
Giannopoulos of the University of Edinburgh. Modelling programmes are also
available from Dr Gary Olhoeft from his website at http://www.g-p-r.com/, while
commercial products are also available from http://www.ka.shuttle.de/software/
Reflex/gpr.htm.

3.2 Received signal levels and probability of detection

The most basic model for assessment of signal level is derived from the radar range
equation, which does, however, have severe limitations with respect to correct rep-
resentation of the actual operation of a short range (<2 m) GPR system. However, it
does enable a first order assessment of expected signal levels, and an example is given
in this Section. The model is based on the equation for the voltage at the receiver as
a function of range r and target radar cross-section o given by

V() 1 AUK 0_36(_](2,.)

Vir,n) = TZWTgptl G.H

where:

Vo = peak radiated voltage in volts
T = pulse duration in seconds
C =speed of light in ms ™!
A = antenna effective aperture in m
o = target cross-section in m?
x = number of averages
T, = transmission coefficient into ground
o =reflection coefficient from target
k = propagation coefficient
r =range in metres
r’ = equivalent range corrected for refraction effect on antenna beam
pattern.

2

In the example Mathcad™ model given in the Mathcad worksheets folder (on the
CD) entitled GPR model, the antenna is set at a height of 15 cm above targets (dielec-
tric cylinders of 1 cm thickness, ranging in size from 0.05 m to 0.5 m diameter (see
Figure 3.1). The target has a value of ¢, of 2.2, the soil has an &, of 5 and tan § of
0.2, and the radar has a centre frequency of 1 GHz and an output pulse peak voltage
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of 10V. The radar receiver has an equivalent bandwidth of 3 GHz and an equivalent
receiver noise voltage of 2.49 x 1075 V.

The voltage at the receiver, the signal to noise ratio and the probability of detection
and probability of false alarm were calculated and are shown in Figures 3.2 to 3.5.
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The probability of detection (PD) is derived from the error function of the signal
to noise ratio, and the probability of false alarm is derived from 1 minus the PD. Note
that these values only relate to the receiver noise and do not include external sources
of false alarms due to clutter.

3.3 Basic transmission line time domain model

The most basic model is that of the transmission line equivalent and is useful for
assessing the time domain signature of a physical situation. A conceptually simple
model can be used to gain an insight into the optimum centre frequency of operation,
and an example is given in the Mathcad™ model, which can be found in the C3 layer
model. The basic model is shown in Figure 3.6.

Each layer is modelled as an equivalent impedance and the transmission and
reflection coefficients are calculated for each interface. The velocity of propagation
and the material losses are included, although not the spreading losses. The reason
for this is that the received A-scan would normally have time varying gain applied
in the receiver and signal processing, and to introduce spreading loss and then com-
pensate is an inefficient modelling exercise. In the Mathcad™ model only the first
reflection is computed, although multiple internal reflections within each layer will
be generated and a full representation should include these. Readers may wish to
modify the programme to include multiple layer reflections as an exercise.

Each layer therefore has the following attributes:

Range to layer boundary =r,
Loss tangent = tan g,
Relative dielectric constant = ¢,

The model calculates, for each layer, the propagation constants «, and $, and
the impedance 7,, attenuation, equivalent time, and reflection and transmission
coefficients. These are derived as follows, where the numbers denote the direction

=D

; layer | layer | layer RSSO,
e AR s
—)

Figure3.6  Layout of transmission line model
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Table 3.1 Layer characteristics for transmission line model

Layer Range, m & Loss Material
tangent
0 0 1 0 air
1 0.3 6 0.31 lossy layer
2 0.6 1 0 air void
3 0.85 9 0.01 sub-base
4 1 16 0.1 wet base
5 infinite 25 0.1 wet bedrock
of propagation:
pop o= L0 2m pro = O 2no
n + o N1+ 1o no + m " omo+m
P momo 2m ot = momo 2m
m+m mn+m T om+m T om+m
n3—m 213 17— 2
023 = 73 = P32 = T3 = (3.2)
n+n n3+m nm+n m+n
pai= T 2n4 pgp = BT L 2m3
n4+n3 na-+n N3+ 14 3+ N4
pys = BT 2ns psg = TS L 2n4
N5 + N4 ns + 14 Cna+ns C ona+ns

The reflected signal from the fourth layer is derived as a delta function with an
amplitude as a function of time given by

(T01T12T23T45 043 T43T32T21 T1001 A2, A3, A4y) i t = offset + fay
fourthlayer (¢) := .
0 otherwise

(3.3)

The driving function is a Ricker wavelet and is convolved with each delta function,
and the composite waveform is computed from the sum of all delta functions. The
output from the model can be used to assess the A-scan waveform for the following
example (Table 3.1).

The A-scan simulations given in Figures 3.7 to 3.10 show the effect of changing
the centre frequency of operation on the resultant waveform.

The model can easily be modified in terms of centre frequency and layer para-
meters, and the reader is encouraged to experiment with the model and set up different
physical situations and observe the effect on the A-scan. As would be expected, the
A-scans given in Figures 3.7 to 3.10 show the improvement in resolution in going to
higher frequencies and the consequent reduction in signal amplitude.
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3.4 Model of antenna radiation and buried target interaction

In this Section, a finite-difference time domain (FDTD) method is used to model the
field propagation of a typical GPR system. Some time domain field plots of a GPR
antenna system operating above the ground and a buried object are presented. The
objective is to acquire through the simulation an insight of EM propagation within the
GPR scenario. The work was previously reported by Martel ef al. [20]. This method
offers the possibility to investigate the performance of a wide range of complex
antennas operating in the presence of the ground at standoff distances. The advantage
of the method is that it substantially reduces the computational resources needed and,
additionally, it offers the possibility of selecting the best method for the analysis of the
antenna and the ground sub-domains. The analysis of the ground sub-domain leadsto a
database for the response of the soil plus the target. Using these data, the performance
of a complex antenna positioned at any desired distance or orientation relative to the
ground can be modelled and optimised with minimal computational impact.

3.4.1 Model description

The antenna used for this purpose is a resistively loaded TEM horn [21]. It is 35 cm
long with an aperture of 10 cm by 30 cm. The TEM horn has ultra-wideband capabili-
ties from 200 MHz to 4 GHz, and a physical realisation is included in Section 5.3 . It is
positioned above a metallic target buried in the ground. The distance between the horn
aperture and the air-ground interface is 25 cm. The modelled target is a cylinder with
aradius of 3.5 cm and a height of 5 cm. It is shallowly buried at about 2.5 cm below
the air—ground interface. The ground is modelied as a uniform lossy material with a
relative permittivity of 13 and a resistivity of 0.005 S/m. The air—ground interface is
assumed to be perfectly flat.

3.4.2 Discretisation of the structures

The modelling of a stand-off GPR scenario where the antenna is at a significant
distance from the ground as it is in this case is challenging because of the size of the



Modelling techniques 45

problem to analyse. In order to cope with the computation requirements, the FDTD
model is truncated in two sub-geometries. One sub-geometry incorporates the antenna
and another sub-geometry incorporates the air—ground interface. The antenna region
is analysed with a high resolution to accurately model the radiator details (FDTD
cubic cell size = 0.233 cm). On the other hand, the air—ground interface region is
analysed with a lower resolution as fewer details are present and the field strength
is significantly lower than in the radiating region. The FDTD cubic cell size for the
ground region is 1.167 cm. An interpolation scheme of the field is used to ensure
continuous propagation between the sub-geometries. The FDTD space is terminated
by some absorbing boundary conditions of type Liao (second order).

3.4.3 Time domain field plots

A short duration time domain Gaussian pulse (1ns) is applied to the TEM horn and
the electric field is computed at each time step. The simulation is run for a length of
time of around 10 ns with a time step of 16 ps. Figure 3.11 shows the electric field

dB scale, Mag E disp.
0dB=9.07x10*V/m

. o B

Figure3.11  Electricfield plot on a vertical cut plane after the main ground reflection
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Figure3.12 Modelled time sequence from the transmit antenna of a bistatic
dipole pair

strength on the vertical plane cutting the antenna and ground geometry for a single
frame. A complete time domain demo is presented in colour in the CD attached to
this book. The various reflections and field propagation in the media surrounding the
antenna can be seen from the demonstration. The full sequence of time frames can
be seen on the PPT presentation.03-Modelling\demol.ppt on the CD.

From the field plot, one can recognise the antenna structure and the strong field
region on and inside the horn plate. The buried object is also visible. The main
reflection caused by the air—ground interface can clearly be seen coming back towards
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the antenna system. In addition, a weaker reflection coming from the buried object
is starting to form and follows the air-ground interface reflection in time. This is
a typical time domain characteristic of a stand-off GPR system. Moreover, other
physical phenomena can be observed such as the free space loss and the wave speed
reduction in the ground. It must be noted that the absorbing boundary conditions used
are not sufficiently effective to predict accurately the input impedance of the antenna.
It is, however, appropriate for the purpose of viewing the field propagation.

Similar techniques can be used to model other types of antenna, and comparisons
of the radiated fields from a bistatic dipole antenna pair are shown in Figure 3.12.

3.5 Application of numerical modelling for the interpretation of
near-surface ground penetrating radar
Dr Nigel Cassidy

In complex, heterogeneous environments, the evaluation, interpretation and analysis
of GPR data is often complicated by the influence of near-field antenna cou-
pling/induction effects, variations in antenna radiation pattern, the presence of
inhomogeneous, anisotropic and lossy materials and the inevitable ‘survey error’
that arises due to the misuse of the GPR equipment. These complexities can make
near-surface data interpretation a hit and miss affair, with the technique often being
branded as unsuccessful, inappropriate or, at worst, a complete waste of time and
money. In reality, these prejudices are often unfounded as the results of near-surface
surveys can provide significant, yet sometimes subtle, information on the nature of
the shallow sub-surface. Unfortunately, many of the advanced signal processing and
analysis methods used in GPR data interpretation are poorly suited for use in complex,
near-surface environments, primarily because of the limiting assumptions inherent in
their mathematical descriptions (e.g. minimum-phase stationary wavelets, uniform
half-space sub-surfaces, etc.). As a result, mathematical modelling has become an
increasingly popular interpretation tool and is often used in conjunction with many
of the more traditional signal or image processing techniques. There are many differ-
ent modelling methods including ray tracing, integral techniques (MOM — method
of moments) and discrete element methods. However, the finite-difference time-
domain (FDTD) technique has become one of the most common in the past few
years, particularly with the rapid increase in accessible and inexpensive computational
resources.

For electromagnetic wave propagation problems the FDTD technique has certain
advantages over other numerical modelling methods in that it:

does not require the solution of Green’s functions
uses the direct implementation of Maxwell’s electromagnetic field equations in
three-dimensional space without the need for evaluating electric or magnetic
potentials

e can be solved with explicit, closed form equations using matrix or incremental
methods

e is robust, accurate and relatively straightforward to implement
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e providesatotal field solution (i.e. three-dimensional) and operates on both electric
and magnetic field vectors

e can be applied to broadband, narrowband or harmonic time-domain problems
is suitable for resonant or extended time problems

e allows different types of responses to be modelled, e.g. scattered and/or
propagating fields, surface effects, currents, power density, etc.
incorporates conductive, lossy dielectrics and dispersive magnetic materials

e can incorporate material property changes without the need to alter the mathe-
matical description of the scheme

e can include arbitrary, three-dimensional sub-surface geometries, complex mate-
rial features and sophisticated antenna designs by the use of different grid types
and layouts

e s suited to either single processor or parallel operation
is relatively straightforward to code in standard computational languages and is
efficient on a variety of computer platforms

e allows comprehensive visualisation of the electromagnetic fields and waves in
time and space.

3.5.1 Practical modelling schemes

There are a wide range of different electromagnetic FDTD formulations, each with
individual advantages and disadvantages (see the excellent texts by Taflove [22, 23],
and Kunz and Luebbers [24] for more detailed information), but each has a set of
common elements that are key to the understanding of the technique.

In each case, the volume to be modelled is sub-divided into a three-dimensional
grid (usually orthogonal) of individual ‘field cells’ of dimensions Ax, Ay, Az.
Within each cell, the electrical field (F) and the magnetic field (H) are described by
component Cartesian E(x, y,z) and H(x, y, z) field vectors staggered in space in a
manner that is referred to as ‘Yee cell” geometry (Yee [25] — see Figure 3.13). With
the use of a finite-difference approximation to the differential form of Maxwell’s
electromagnetic field equations, it is possible to calculate the electric field at any
point in space (and time) from a knowledge of its neighbouring magnetic fields,
and vice versa. If an incremental, time-varying electric ‘source’ is applied to one
or more of the field vectors in the volume (as with the GPR antenna signal),
then for a specific time increment, the total three-dimensional EM field is calcu-
lated by computationally stepping through each of the field calculations for every
individual cell in sequence. This procedure is then repeated for the next time incre-
ment, etc., resulting in the time-dependent propagation of the EM wave through the
volume.

In order to simulate the sub-surface physically, individual material properties
are assigned to each cell (i.e. a permittivity, permeability and conductivity) and
geometrically complex structures constructed by grouping together cells that share
the same properties. With the use of appropriate source formulations, all modes of
EM propagation, scattering and target interactions are modelled implicitly by the time
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Figure3.13  Individual ‘Yee cell’ geometry with component Cartesian electric (E)
and magnetic (M) field vectors staggered in space

stepping scheme, resulting in the accurate simulation of signal reflection, scattering,
attenuation and dispersion. To be of practical use, however, the modelling scheme
must incorporate realistic antenna configurations, truthful sub-surface geometries and
accurate material property descriptions. These additional components add computa-
tional complexity to the model and, at present, most FDTD modelling is conducted
on high-powered single or parallel processing computers [26].

3.5.2 Modelling applications

The following examples illustrate the use of the FDTD modelling method for the
improved understanding of GPR surveys in geological, geotechnical and archaeolog-
ical near-surface environments. In each case, the propagating electromagnetic waves
are modelled by a three-dimensional, staggered, orthogonal, fourth-order in space,
centralised FDTD scheme developed by Cassidy and Murdie [27] from the original
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formulation of Bergmann et al. [28]. It is total-field, explicit and robust, and provides
accurate models of velocity and dispersion without the need for fine spatial sampling.
The scheme includes:

e awide range of materials having anisotropic and frequency-dependent permittiv-
ity, conductivity and, where necessary, magnetic permeability

e three-dimensional target features and complex sub-surface geometries
realistic antenna designs including shields, efficient signal damping and accurate
source signal descriptions

e ‘memory variables’ to determine the time, and therefore frequency, dependent
effect of the materials on the propagating EM wave.

Equations for the one-, two- and three-dimensional cases can be found in Cassidy
[29], Cassidy and Murdie [30] and Bergmann ef a/. [31], along with the appropriate
stability conditions, error estimates and temporal/spatial sampling criteria.

3.5.3 Material property descriptions

Each sub-surface material is described by a complex permittivity, conductivity and
magnetic permeability spectrum and, although the effect of the permeability is often
negligible [32], it must be included when iron-oxide rich materials are present. The
permittivity spectrum is described by a superposition of individual electric field and
electric flux density relaxation times combined with a static permittivity. The com-
plex conductivity is described by a static conductivity component and a conductivity
relaxation time. These parameters can be obtained either by the dielectric testing of
sub-surface materials or from theoretical/empirical models developed by Cole and
Cole [33] and Debye [34].

3.5.4 Antenna design

The transmitting and receiving antennas are described both physically and numerically
by identical half-wave, centrally fed, resistively loaded dipoles with a double PEC
(perfect electric conductor) ‘metal shield” being used to model the antenna enclosure.
An end-terminated load resistor damps the antenna and is designed to match the input
impedance at the central feed-point. The source wavelet, which is used to force the
electric field vector at the feed-point, is an accurate representation of the true GPR
pulse and is based on the recorded signal of a Sensors and Software PulseEKKO™
1000 GPR in air. Developed from the standard Ricker pulse, the wavelet is smooth,
continuous in both its first and second derivatives and can be optimised to suit the
central frequency of any antenna [35].

3.5.5 Outer absorbing boundary conditions (ABC)

To restrict the size of the computational ‘space’ the modelled volume is truncated
with an outer ‘absorbing boundary condition’ (or ABC) that either cancels out the
outgoing waves, as in this case, or absorbs them numerically. A second order Higdon
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ABC [36] has been used in this instance with parameters optimised for wave velocity
and approach angle. This results in a maximum reflection error of <2% across all
materials.

3.5.6 Example applications

3.5.6.1 Modelling near field antenna directivity and radiation patterns: In this
example, the nature of near-field radiation is examined by modelling the E- and
H -plane electromagnetic field patterns radiated from a shielded, 450 MHz half-wave
dipole antenna located at the interface between air and oil of uniform permittivity
& = 2.1 (Figure 3.14). The antenna model is based on the shielded Sensors and
Software Pulse Ekko 1000 system antenna and clearly illustrates the change in both
radiation pattern and directivity with increasing near-field wave penetration. Instead
of producing the commonly accepted far-field, unshielded radiation pattern, where
the E-plane (or TM) field has a symmetrical, tri-lobate structure with a single, central
lobe and two side lobes and the H-plane (or TE) pattern has a symmetrical ‘twin-
peaked’ structure and no side lobes [37, 38], the fields are ‘focused’ by the shield to
produce a narrow directivity pattern with the energy being primarily concentrated in
a single, central lobe. This has important implications for the application of attribute
analysis methods in the near-field (i.e. <1.51) as many of the current numerical
processing and interpretation methods still incorporate far-field assumptions in their
algorithms.

3.5.6.2 Modelling the response from buried foundation walls: The following two
examples illustrate the use of the modelling scheme to assist in the understanding
and interpretation of 200, 450 and 900 MHz near-surface GPR surveys at complex
urban, industrial and archaeological sites. In the first example (Figure 3.15) both the
observed and modelled GPR results are shown for a 450 MHz, co-planar, reflection
survey collected across the centre of a 3 m wide, 3 m long, 0.8 m deep gravel/soil filled
test pit containing a brick ‘foundation wall’ 0.3 m wide and 0.75 m deep [39]. With
processing and interpretation of the real data alone, it is difficult to determine if the
weak reflection event evident at approximately 16 ns in the GPR section has emanated
from the base of the test pit or is, in fact, a result of multiple reflection in the top-soil
layer. Even with the use of travel time/attribute analysis and various signal processing
methods it was still not possible to prove which of the possible scenarios was correct.
As the ground conditions in this area were particularly well known it was possible to
build a very accurate model of the sub-surface and simulate the wave propagation to
a high degree of precision. The modelled results revealed that the reflection from the
basal interface was stronger than the multiple, had a different frequency spectrum and
arrived slightly later than the multiple’s signal. By comparing the modelled results to
the observed data the correlation was strong enough to discard the multiple reflection
hypothesis, resulting in an improved interpretation for the section. The modelled
results also allowed the nature of the more subtle features (i.e. the wall diffractions
and the bright spot associated with the top of the wall) to be determined correctly,
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therefore assisting in the identification of features that were barely discernible in the
real GPR section.

In the second example, the modelling scheme was used to interpret archaeologi-
cal data from the Roman City of Viroconium Cornoviorum (Wroxeter), Shropshire,
England to help understand the nature of the buried features and locate areas for
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possible, future excavation. The site had been trial excavated some 30 years previ-
ously, resulting in important finds being discovered in a region containing a relatively
well preserved, high-status villa. Unfortunately, the majority of the finds (and more
importantly, the relevant archaeo-stratigraphic information) were confined to areas
where the foundation walls of the villa had remained fully or partially intact. In areas
that had been subjected to later destruction and/or ‘robbing out’, little information
could be obtained from the excavation, primarily because the stratigraphic relation-
ships had been lost. A combination of 200, 450 and 950 MHz GPR surveys, along
with other geophysical methods, had been used to map the extent of the villa foun-
dations and its neighbouring structures. Although the foundation walls were easily
identified in the GPR sections, in most cases it was difficult to determine whether
the features represented mtact stonework or not. To aid the interpretation, a num-
ber of different sub-surface models were created with different states of preservation
(e.g. intact blocks, rubble zones, robbed out and back-filled walls, etc.) with dif-
ferent target depths based on the excavated and geophysical evidence. The results
shown in Figure 3.16 illustrate the use of the modelling to confirm the suspicion
that a number of the reflection and diffractions events identified in this particular
section were emanating from the disturbed remnants of two individual foundation
walls.

The left-hand feature was believed to be the base of a partially robbed-out wall
rather than a single, vertically extensive block, and a number of different modelling
situations were used to test this hypothesis. The results of the models supported the
‘robbed-out wall’ interpretation, with the majority of the signal emanating from a
coherent, intact block at a depth of approximately 0.5 m. This was consistent with
other partially robbed out walls uncovered in the nearby excavations. Note how the
‘masking’ effect of the very shallow scatterer in the modelled section is reducing
the amplitude of the plough layer reflector just below the block. This effect is also
evident in an instantaneous amplitude analysis of the real data and suggests that
this particular feature is a very shallow, single, isolated point source rather than the
dominant component of a distributed rubble band or the upper extension of the deeper,
wall base.

The form of the diffractions associated with the right-hand feature suggests that
this wall is more incoherent in nature than the left-hand wall and is, therefore,
likely to consist of rubble blocks (or zones of rubble) rather than a fully intact
block. Once again, the final modelled section supports this hypothesis with the sim-
ulated response from a zone of rubble blocks, providing a reasonably accurate match
to the observed data. The results of a recent, high-resolution magnetic gradiome-
try survey of the area supports these findings, where the signal definitions of the
disturbed features are consistent with areas of known robbed out walls or rubble
zones.

This example illustrates how the combined use of GPR modelling, excavated
evidence and subsequent geophysical surveying has helped improve our understand-
ing of the archaeological features at a complex and diverse site. As a result, this has
assisted scheduling of a targeted, future excavation plan for the area, saving both time
and money.
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3.5.7 Modelling the response from defects in roadway construction

This final example illustrates the use of the modelling scheme in the assessment and
verification of roadway construction. The model in Figure 3.17 was used to simulate
the 900 MHz GPR response to defects typically associated with concrete roadway
construction. A number of common problems were added to the subsurface model:

A and B, a 200 mm-thick concrete roadway overlying a sand/aggregate substrate;
C, an air-filled void ~200 x 200 mm across and 20 mm deep located beneath the
roadway slab; D, an identical void, but filled with muddy water instead of air; E, a
400 mm x 400 mm, 20 mm deep section of concrete that has de-laminated from the
base of the roadway and fallen into an air filled void; F, a laterally extensive zone of

two-way travel time, ns

Sub-surface modelling of defective concrete roadway construction

Concrete roadway (A) sand/aggregate substrate (B), air filled void (C), mud filled void (D),
fractured and separated concrete section (E), fractured/salt corroded zone (F),
and a reduction in concrete depth (G).
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Figure3.17 900 MHz GPR model of sub-surface defects in a 200 mm thick concrete
roadway
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fractured, salt corroded roadway; and G, a region where the thickness of the concrete
roadway has been reduced to 160 mm instead of 200 mm (to simulate the effect of
poor or negligent construction).

The GPR response to all the defects is clearly visible in the modelled section,
although some of the anomalies are more prominent than others. A fairly strong
reflection from the base of the concrete slab is evident at position (A), while its asso-
ciated multiple is clearly visible in the latter part of the section. The identification
of this multiple is particularly significant as, to the untrained eye, the feature could
easily be mistaken for a second interface at depth. Likewise, the bright spot, diffrac-
tions and multiple from the air-filled void (B) are also visible in the modelled section.
The anomaly from the muddy water filled void is evident, although the amplitude
of the bright spot and the strength/size of the diffractions are notably reduced. It is
interesting to note that the arrival time (and therefore phase) of this signal is slightly
ahead of the corresponding air-filled void’s response.

Despite the increased size of the delaminated concrete section, the response of
this feature is very similar to the anomaly created by the muddy water filled void.
This is also significant, as it shows that the presence of such a potentially hazardous
defect would be difficult to determine under the conditions simulated in the model. In
contrast, the fractured/salt corroded zone (F) can be easily identified and the region
displays the classical velocity pull down effect associated with zones of lateral velo-
city reduction. The increased conductivity associated with this feature affects both
antenna-ground coupling and signal attenuation, resulting in relatively lower sig-
nal amplitudes when compared to the rest of the roadway. This has an important
implications for roadway evaluation as the effect of salt ingress and fracturing is one
of the most significant factors in concrete deterioration. If, as the model suggests,
subtle variations in signal attenuation can be attributed to saline intrusion then it raises
the possibility of using GPR attribute analysis and wavelet techniques to highlight
areas of potential concrete corrosion.

The reflection associated with the reduction in slab thickness (G) is particularly
interesting as, on first inspection, it looks as if the slab has an increased thickness (i.e.
the first arrival times appear later than the rest of the roadway slab). This is clearly not
the case, and the ‘delayed’ signal is actually due to the destructive interference between
the tail end of the near-field ground wave and the front end of the roadway basal
reflection. Once again, to the untrained eye, this feature may have been interpreted
incorrectly.

3.5.8 Summary

In each of the previous examples, the FDTD modelling scheme has been success-
ful in improving the understanding and interpretation of near-surface GPR surveys.
Even with recent advances in signal processing and image analysis, the data collected
in complex, heterogeneous environments will always remain difficult to analyse —
such is the nature of the problem. Recent successes have helped push numerical
modelling methods into the wider GPR community and, as a result, more users are
applying these methods to their own applications. With the development of more
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efficient algorithms, improved techniques and given that the marketplace seems to
have an insatiable desire for faster, more powerful computers, it is likely that numeri-
cal modelling methods will become a commonplace, interpretational tool for all GPR
practitioners in the near future.

3.6 Modelling GPR surface roughness clutter effects
for mine detection
Prof. Carey Rappaport

3.6.1 Introduction

The greatest impediment to detecting and classifying dielectric targets buried in nat-~
ural soil backgrounds with GPR is the random clutter field generated by the rough
ground surface. This is demonstrated by computational modelling of GPR wave prop-
agation in air/soil and scattering from buried dielectric targets. Conclusions are drawn
from the observed features that are somewhat unexpected. One important observation
is that while target resolution increases with increasing frequency, the target features
are harder to separate from the background clutter of the rough ground interface. The
limitation on frequency is not the lack of penetration depth in lossy soil, but rather the
greater phase effects of ground surface depressions and protrusions. Similarly, while
a greater soil moisture level may increase the wave decay rate, it is the reduction in
wavelength that makes the rough surface appear electrically larger, which increases
clutter and makes the target harder to resolve.

Detecting nonmetallic manmade targets, such as plastic antipersonnel mines,
buried in naturally varying soil with GPR is important and challenging. Although there
are many means of noninvasively observing below the ground surfaces, GPR is com-
mercially available and relatively inexpensive, environmentally robust, fast, and can
be used at varying distances from the target. However, GPR has been disappointing
in detecting shallow buried plastic objects in the field. Because the dielectric constant
and electrical conductivity of the target is often similar to that of the surrounding soil
and its size is comparable to the thickness of soil layer above it, detection and discrim-
ination of the target are difficult. In addition, the soil dielectric constant may not be
well characterised, and the ground surface will usually be rough, often with surface
height variations of the order of the target burial depth. While there are many sources
of clutter obscuring the mine target signal — including volumetric inhomogeneities
(rocks, roots, metal fragments) and surface vegetation — the largest single source of
undesirable signal is the ground surface itself. Since the ground presents a larger
impedance mismatch with the air above it than with the low-contrast, nonmetallic
target within it, its contribution to clutter is quite significant.

To quantify the frequency dependent effects of realistic soil backgrounds and
surface geometries, we have computationally investigated the scattering of buried
dielectric targets in accurately modelled soil with random rough surface boundaries.
It is essential that the computational models used capture the relevant wave scattering
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details of the random soil variation for any given frequency. Thus we chose the
finite difference frequency domain (FDFD) method, which allows the arbitrary dis-
cretisation of the computational space into squares in two-dimensional calculations
and cubes in three dimensions. The FDFD method is preferable to the FDTD time
domain algorithm in the present analysis, because it computes the scattering response
at a single frequency, giving the field distribution throughout the problem space. An
additional advantage of FDFD is that there is no need to rely on special methods to
handle frequency-dependent soil media in the time domain [1-3, 40—42].

The FDFD method can be made relatively fast. For a 300 x 200 point grid,
terminated on each side by a perfectly matched layer (PML) [43] absorbing boundary
condition [4], the entire evaluation on a 1.6 GHz Pentium Pro running the Matlab
5.3 sparse matrix solver is about ~1 min. Using a preconditioned GMRES iterative
solution method, the CPU time for large grids of N unknown field values grows as
NhnN.

One important requirement for efficient FDFD code is the PML material absorber
ABC. Since the PML is composed of just layers of propagation media with particular
values of electric and magnetic conductivity, the sparse, symmetric structure of the
simultaneous equation matrix is unaffected by the ABC.

The PML must be carefully formulated at the air/soil interface. With the usual
PML boundary, it is assumed that this ABC terminates a region of free space. The
electric and corresponding magnetic conductivities of the PML sub-layers build up
from zero to the maximum value at its termination. For the PML termination to a
uniform conductive scattering space, the conductivity of the first sub-layer must be
slightly greater than that of the scattering space. Subsequent sub-layer permittivity
and conductivity increase according to the anisotropic space mapping principle [5-7,
44-46], with corresponding magnetic conductivity increasing to keep the impedance
of each PML sub-layer constant. Improvement in the effectiveness of the PML in
the 2D Helmholtz equation based FDFD is attained by distributing the material
dependence over three sub-layers according to the formula [8, 47]

Eiv1,jki_1;o — Eij(ki 1o k1) + Eim1jki 1
kiki 1 oki_1 0%

1

n Eijy1 —2Ei; + Ejj

N + k3 (x, )Eij =0 (3.4)

for a PML ABC at x = 0 or x = x4y, Where the relative wavenumber is klf =
1 — joi/weg for the ith sub-layer with PML conductivity o; = ao(1/N)?. A good
choice of PML parameters is n = 8 and o9 = 0.021/A, and p = 3.7 [46]. The
background wavenumber ko(x, y) = w./ji€ for background material permittivity &
and permeability w.

To compute the scattered fields due to plane wave incidence on a target in a lossy
half-space, the incident field in the nominal planar half-space is first determined
analytically, using the standard transmission formulas. Then this field across the
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support of both the target and the nonplanar interface perturbations is used as the
excitation. That is, the source-free Helmholtz equation for total field,

[V 4+ k2 (x, M]E =0 (3.5)

is rewritten in terms of material variations from the constant soil background,
k(x,¥) = kpack + kscar> and in terms of incident (in both the air and soil back-
grounds) and scattered electric field, EX* = Eé"c + EZ%. Here kpack is either ku;,
or kgoit, and kycar 1S kyarg Over the support of the target, or ki 0r ksoiy Over the sur-
face perturbations. Since E;"’” solves the Helmholtz equation with background kp,ck,
(1) becomes

[VZ 4+ k3 (x, MIES® = —[V2 + k3 (x, y))Eire
= —k%,;0(x, y)Eir° (.6)

where the object function is given for various cases as:

(ktarg /Ksoi1)* — 1 over the target
0@x,y) =4 (kair/ksoi)? — 1 over the surface depression (3.7
1 — (kgir /km,'l)2 over the surface protrusion

for the cases when the scatterer is the buried target, a depression down into the
nominal planar ground surface, or a protrusion up above the planar ground surface,
respectively.

Note that this formulation is exact, unlike the Born approximation. Approximation
is unnecessary, since FDFD calculates field values across the grid for all types of
materials in any shape or form.

3.6.2 Target shape scattering characteristics

1t is well known that sharp metallic corners are diffraction sources and that objects
with corners scatter waves strongly. However, for low contrast nonmetallic objects,
corners have a much smaller effect on scattered field. The degree of scattering by
corners can be studied by examining the scattered fields throughout space. For the
buried object problem, it has been suggested that by observing the corner scattered
features, it would be possible to characterise the shape of the object. To test this
conjecture, the fields can be modelled in and above the surface of a lossy dispersive
soil model half-space.

The first row of Figure 3.18 shows the geometries of five representative buried
two-dimensional scattering objects and their scattered fields for two test frequencies
{9, 48]. In each case the target with material characteristics of TNT or plastic (dielectric
constant ¢’ = 2.9, loss tangent tan § = 0.001) is embedded in a half-space of material
with electrical characteristics of dry sand (¢/ = 2.5, loss tangent tan § = 0.01)
[10, 49]. The targets each have the same cross-sectional area of ~100 cm?, and are
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Figure3.18  Similarity of scattered fields
First row: nominal geometry of five burled target shapes each with
approximately the same area of 100 cm?, 5 cm below ground surface.
Soil assumed to be dry sand, targets modelled with electrical character-
istics of TNT. Second row: real parts of fields scattered from the target
shapes for 500 MHz excitation. Third row: real parts of fields scattered
for 1 GHz excitation

buried at a nominal depth of 5 cm. In the first case the target is circular, obviously
with no corners, while the second and third have square cross-sections with right
angle comners. The fourth target models a mine with plastic fins. The last target is
an irregularly shaped object typical of a naturally occurring clutter item, such as
arock.

The second row of Figure 3.18 shows the real part of the field scattered by each
object in the sand half-space background due to a 500 MHz normally incident plane
wave. Note that the field incident in the air above the ground surface (indicated by 0 on
the vertical axes), the field specularly reflected from this interface, and the plane wave
field transmitted through the interface, have all been suppressed to show the scattering
field details. The real part of the scattered field is shown rather than its magnitude
because it more clearly shows the wave behaviour. With intensity represented by
shades of fill, it is clear that at 500 MHz there is almost no observable difference
between targets with corners, smooth sides, flat reflective surfaces or concavities.
Although the scattered field above the ground surface is fairly strong, providing
detection information, it is practically impossible to distinguish the various targets
from their scattered fields.

The third row of Figure 3.18 shows the scattered field for a 1 GHz normally inci-
dent plane wave. For this frequency, there are noticeable differences in the scattered
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Figure3.19 Magnitude of scattered field at the ground surface for the target shapes
of Figure 3.18: 500 MHz excitation (left) and 1 GHz (right)

fields, but also the intensity of the waves above the ground surface is much lower than
for the 500 MHz case. This is shown quantitatively in Figure 3.19, which gives the
magnitude of the field exactly at the planar ground surface. The differences between
the scattered fields are clear only at the higher frequency, but the overall scattered
intensity is twice to six times smaller than for the 500 MHz excitation.

3.6.3 Rough surface modelling results

For the idealised geometry with a perfectly planar ground surface boundary, it would
indeed be possible to identify objects with corners and to determine their orientations —
as well as distinguish manmade from irregular objects — with increasingly higher
frequency excitation. In the field, however, the ground is never flat. Surface roughness
must be incorporated into the scattering analysis.

To study the clutter effects of rough ground surface on the target-scattered signal
as a function of frequency, a series of 2D simulations were conducted. Figure 3.20
shows a depth cross-section of a typical geometry incorporating a rectangular mine-
like target nominally buried 10 cm in sand, under a surface with an average height
variation of 1 ¢cm. The surface roughness curve has relatively small derivatives (never
very steep) and is not correlated with the buried target position.

The field scattered from this rough surface scenario is compared to two other
scattering geometries: first, the rectangular target buried below an ideal planar sand
surface, and second just the rough surface alone, without the target. In each case the
excitation is a normally incident plane from above with one of four possible frequen-
cies: 480, 960, 1920 and 3840 MHz. Figure 3.21 shows the scattered wave pattern
for 480 MHz excitation. The upper left plot in Figure 3.21 (and the three subse-
quent figures) is the planar boundary case, representing the scattered field with the
analytically determined waves incident, reflected and transmitted from the planar
ground surface suppressed.
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Figure3.20 Geometry of cross-section of sand with rough surface and buried TNT
target used for 2D FDFD plane wave simulation
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Figure3.21  Scattered 480 MHz field from the rectangular TNT target in a sand
half-space
a Planar boundary; » rough boundary; ¢ the field scattered from
just the rough surface perturbations without the mine target; d the
numerical difference between the fields of b and ¢
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The upper right image in Figure 3.21 indicates the scattered field for the rough
surface with the target. Again the analytically determined incident, reflected and
transmitted fields have been removed, showing the scattering due to the perturba-
tions of the rough surface along with that of the target. It is these depressions and
protrusions of the rough surface which give rise to the confusing clutter in realis-
tic detection applications. Since the contrast ratio between the target and the sand
background is about 0.85 while the ratio between sand and air is 2.5, the random
surface scattering is predominant. This effect is clearly shown by observing the lower
left image in Figure 3.21, which shows the scattering from just the rough surface
alone.

The difference between the fields of Figure 3.21 b and ¢ gives the field scattered
by just the mine under the rough surface. Although this scattered field pattern is
similar to the ideal planar interface case of Figure 3.21aq, it is important to realise that
it is generally unavailable, since the field scattered by the rough surface separately,
without a target, cannot be measured.

Figure 3.22 shows the same set of scattered field calculations for 960 MHz exci-
tation. In the upper left image, Figure 3.224, the shape of the rectangular target is
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Figure3.22 Scattered 960 MHz field from the rectangular TNT target in a sand
half-space
a Planar boundary; » rough boundary; ¢ the field scattered from
just the rough surface perturbations; d the numerical difference
between the fields of b and ¢
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becoming more clearly discernible than at 480 MHz. However, the waves scattered
by the same rough surface perturbations are becoming dominant. The difference
field in Figure 3.22d still resembles the ideal field of Figure 3.22a, and would
help to characterise the target as a rectangular anomaly, but this target scattered
field is significantly less intense than the rough surface only scattered field of
Figure 3.22¢.

Doubling and redoubling the frequency to consider the possible target charac-
terisation improvements results in the images of Figures 3.23 and 3.24. Here, both
the ideal planar ground surface target scattered field and the numerical difference
field images, Figure 3.234, d and Figure 3.24a, d show quite recognisable scat-
tering features. The forward scattered field clearly delineates the wide rectangular
shape, and the backscattered field shows the interference effects from the finite
top surface of the flat target. However, in both the 1920 and 3840 MHz cases,
the field scattered from the rough surface perturbations overwhelms the target-
scattered field. Even though the bulk of the reflected signal — that due to reflection
from the nominal planar interface — has been removed, the roughness itself adds
so much clutter that it is not possible to observe any target signal in its pres-
ence. The fields above the ground with and without the target, Figure 3.23b, ¢
for 1920 MHz, and Figure 3.24b, ¢ for 3840 MHz, are indistinguishable from each
other.

a mine scattered field: smooth surface b scattered field: rough surface with mine
— 0.1 = P T 0 0.1 =
3 0N ~ ' 3
0.05 & ! X - 0.05 E
% £ 10 = ‘:I £
> ° = X - 2
0 E £ BT = Nz
—_ =% | —
-0.05 3 I -0.05 B
E | =2
1<% s ™ [=%
E 30 | | g
0.1 - 01 °

-20  -10 0 10 20 -20 -10 0 10 20
transverse position, cm transverse position, cm

c scattered field: rough surface only d mine scattered field: rough surface
s B - - -
| ] =]
oN ~ / 2 g
o~ ’ 005 2 2
o - = 2
g 10 | ;:h_-:‘ _:.: @ °
—g e | 0 :«_g g
B 20 pe— r [ &
- Q Q
e -0.05 8 E
30 = s
0.1 S g

-20 -10 0 10 20 -20  -10 0 10 20
transverse position, cm transverse position, cm

Figure3.23  Scattered 1920 MHz field for the geometry of Figure 3.21
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Figure3.24  Scattered 3840 MHz field for the geometry of Figure 3.21

3.6.4 Summary

By increasing the illuminating frequency of ground penetrating radar, the resolving
capability of an ideal underground sensing and imaging system improves. However, as
the incident field wavelength shortens, the random rough ground surface perturbations
become more significant.

The calculated scattered fields from various two-dimensional nonmetallic mine-
like target shapes indicate that, although the target models are relatively simple, there
is very little shape-distinguishing feature information available when the incident
wave is at the typical GPR frequency of 500 MHz. At 1 GHz, shape features of 10 cm
wide targets are quite evident, but a wide aperture (~50 cm) of multiple sensors across
the ground surface is needed to measure the variations of scattered field. Clearly,
for nonmetallic anti-personnel mine detection, frequencies above 500 MHz must be
employed if there is to be any hope of distinguishing mines in terms of the shape of
target anomalies in soil.

When the frequency of illumination becomes too high relative to the average size
of the rough ground height variations, the fields scattered from these perturbations
dominate the scattered field. Since the clutter field due to the random roughness cannot
be measured or determined separately from the target, nor can its specific distribution
be predicted, it will always overwhelm the target signal at higher frequencies.
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3.7 Summary

The modelling of the GPR situation ranges from a simple consideration of the time
domain signatures of multiple reflecting layers based on a transmission line approach
to full three-dimensional SAR modelling. This Chapter has provided an initial insight
into the range of the approaches that have been taken to predicting the reflected sig-
nals and fields from buried targets. Modelling of the GPR situation has significantly
advanced over the past decade and some realistic field predictions are being gener-
ated. Section 3.5 notes that there are many different modelling methods including
ray tracing, integral techniques (MOM — method of moments) and discrete element
methods. However, the finite-difference time-domain (FDTD) technique has become
one of the most common in the past few years, particularly with the rapid increase in
accessible and inexpensive computational resources. The resources required to create
effective models should be considered at the onset of a project as the simple meth-
ods described in Sections 3.3 and 3.4 can often yield useful insights into the basic
capability of a particular GPR system performance. Section 3.6 provides a valuable
insight into surface roughness effects, and this is of critical importance in assessing
GPR performance as surface topography is often a limiting factor to performance. As
the models become more sophisticated the effect of clutter will be included and this
will allow more truly representative modelling of the GPR situation to take place.
There is a need to devise equivalent clutter models to those that describe sea states
for conventional naval radars. This will allow better prediction of the signal to clutter
performance of GPR systems.
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Chapter 4

Properties of materials

4.1 Introduction

A significant number of researchers have extensively investigated the dielectric prop-
erties of earth materials. They have shown experimentally that for most materials
which constitute the shallow sub-surface of the earth, which in this case is taken to
be a zone of depths of 100 m or less, the attenuation of electromagnetic radiation
rises with frequency and that at a given frequency wet materials exhibit a higher loss
than dry ones. From this generalisation a number of predictions can be made relating
to the performance of a surface-penetrating radar system. Before this can be done
it is necessary to understand those characteristics of materials which affect both the
velocity of propagation and attenuation.

An order of magnitude indication of the basic dielectric characteristics of various
materials can be gauged from Table 4.1, which shows their conductivity and relative
permittivity measured at a frequency of 100 MHz. The velocity of propagation is
primarily governed by the relative permittivity of a material, which depends primarily
upon its water content. At low microwave frequencies, including the range over which
surface-penetrating radar systems operate, water has a relative permittivity of ~80,
while the solid constituents of most soils and man-made materials have, when dry,
a relative dielectric constant &, in the range 2 to 9. The measured values of ¢, for
soils and building materials lie mainly in the range 4 to 40. The absolute permittivity
also varies with frequency, but is generally sensibly constant for most materials over
the range of frequencies utilised for surface-penetrating radar work. The attenuation
of a material is a more complex relationship and will be discussed in more detail in
subsequent Sections of this Chapter.

The physical models which are used to predict the propagation of electromagnetic
waves in dielectric materials have two main sources: electromagnetic wave theory
and geometrical optics. The latter method is only relevant when the wavelength of
the electromagnetic radiation employed is considerably shorter than the dimensions
of the object or medium being illuminated and when the materials involved can be
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Table 4.1 Dypical range of dielectric characteristics of
various materials measured at 100 MHz

Material Conductivity, Sm~!  Relative permeability
Air 0 1
Asphalt dry 1072 10! 2-4
Asphalt wet 107-3:10"! 6-12
Clay dry 10711070 2-6
Clay wet 10-1:100 5-40
Coal dry 1073:1072 35
Coal wet 1073101 8
Concrete dry ~ 1073:1072 4-10
Concrete wet 10~2:10"! 10-20
Freshwater 10-6:10~2 81
Freshwater ice 10™4:1073 4
Granite dry 10-8:10-¢ 5
Granite wet 10-3:102 7
Limestone dry 10-8.10-6 7
Limestone wet 102:107! 8
Permafrost 10=5:1072 4-8
Rock saltdry  1074:1072 4-7
Sand dry 1077:10~3 2-6
Sand wet 1073:1072 10-30
Sandstone dry 1076:1073 2-5
Sandstone wet  1074:102 5-10
Sea water 102 81
Sea-water ice 10-2: 101 4-8
Shale dry 1073:1072 49
Shale saturated 1073 :10~1 9-16
Snow firm 1076:107° 6-12
Soil claydry  10~2:10~! 4-10
Soil clay wet ~ 1073:107 10-30
Soil loamy dry  10~4:1073 4-10
Soil loamy wet  10~2:10~1 10-30
Soil sandy dry  10™4:10~2 4-10
Soil sandy wet  1072:10~! 10-30

considered to be electrical insulators. Optical theory is therefore most relevant to
dry materials. Materials containing appreciable amounts of moisture will behave as
conducting dielectrics, especially if the water contains ions. Most naturally occurring
waters have some degree of ionic conduction and so act as aqueous electrolytes.
The variability of both material parameters and local geological conditions that
is encountered in real life is such as to cause great difficulty in accurate prediction
of propagation behaviour. This point should be noted when assessing the value of
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predictive methods, as an accurate description by means of a theoretical approach
may not adequately describe a situation with many degrees of freedom. Similarly
it is often difficult to replicate the bulk material electromagnetic characteristics of
a material in laboratory conditions using test cells. Even if the moisture content is
correctly replicated, differences in density between in-situ and laboratory samples
are difficult to minimise.

This Chapter considers, in sub-Sections 4.1 to 4.4, the basic physics of soils in
terms of SPR/GPR propagation. Sub-Section 4.5, contributed by Dr Jim Doolittle
of USDA and Professor Mary Collins of the University of Florida, considers the
suitability of soils for SPR/GPR surveying in detail. Sub-Section 4.7 considers the
properties of man-made materials, in particular concrete. Finally, Section 4.8 consid-
ers laboratory methods (contributed by Dr Yi Huang of the University of Liverpool)
and field techniques of measuring soil properties.

Although all ultra-wideband radars transmit energy over at least an octave fre-
quency band it is possible to make an order of magnitude estimation of their
performance based on the centre frequency of operation. The objective of this Chapter
is to provide an introduction into those parameters of materials that affect the perfor-
mance of surface-penetrating radars. The relatively standard treatment given in this
Chapter will, of course, only provide a guide to system performance and it is pos-
sible to consider a more complex treatment. However, the experimental practitioner
will soon realise that accurate modelling is difficult to achieve within any reasonable
budget due to the degrees of freedom needed. For this reason a simplified treatment
is considered an adequate introduction.

4.2 Propagation of electromagnetic waves in dielectric materials

Maxwell’s equations are the foundation for the consideration of the propagation of
electromagnetic waves. In free space the magnetic susceptibility and electric permit-
tivity are constants; that is, they are independent of frequency and the medium is not
dispersive. In a perfect dielectric no propagation losses are encountered and hence
there is no consideration of the attenuation, which occurs in real dielectric media.

Plane waves are good approximations to real waves in many practical situations,
particularly in low loss and resistive media such as dry limestone and sands. More
complicated electromagnetic wave fronts can be considered as a superimposition of
plane waves, and this method may be used to gain an insight into more complex
situations.

As a starting point, electromagnetic wave propagation can be represented by a
one-dimensional wave equation of the following form. Propagation is taken along
the z-axis, with perpendicular electric (E) and magnetic (H) fields as shown in
Figure 4.1.

T =ue s (.1)
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Figured4.1 Propagation of electromagnetic waves in free space

where the velocity of propagation is

1
V= NS 4.2)
the velocity of light in free space is
c= ! 4.3)
N
where

absolute magnetic susceptibility of free space, 1o = 1.26 x 107 Hm™!

absolute electric permittivity of free space, &9 = 8.86 x 10~ Fm™!

absolute magnetic susceptibility of medium, & = o,

absolute electric permittivity of medium, £ = goé,

and

&, is relative permittivity, having a value in the range 1 to 80 for most geological
materials, and p, is relative magnetic susceptibility, being 1 for nonmagnetic geologic
materials.

Hence,
c
= 44
vy 7 4.4
The intrinsic impedance (the ratio of the electric to the magnetic field) of the medium is
N
n=.= (4.5)



Properties of materials 77

A wave propagating in the positive z-direction in a perfect dielectric can be described
by the following:

E(z) = Ege~ /%= (4.6)

where the phase constant,

w —_
k=—=w/nem!
v

4.7
This describes the change in phase per unit length for each wave component; it may
be considered as a constant of the medium for a particular frequency and is then
known as the wave number. It may also be referred to as the propagation factor for
the medium.

The wavelength, A, is defined as the distance the wave propagates in one period
of oscillation. It is then the value of z which causes the phase factor to change by 2n:

kA =21

Rearranging,
s = 2n v
o/ue f

This is the common relationship between wavelength, phase velocity and frequency.
In optics it is common to utilise a refractive index, 7, given by

(4.8)

c

n=c =it (4.9)

v

taking ., = 1 and n = /&, for the frequency being considered.

Electromagnetic waves propagating through natural media experience losses, to
both the electric (F) and magnetic (H) fields. This causes attenuation of the original
electromagnetic wave. For most materials of interest in surface-penetrating radar the
magnetic response is weak and need not be considered as a complex quantity, unlike
the permittivity and conductivity. In the case of lossy dielectric materials, absorption
of electromagnetic radiation is caused by both conduction and dielectric effects. It
is not possible to distinguish, by measurement at a single frequency, the separate
components of loss for such materials.

In general the complex permittivity, &, and the complex conductivity, o, may be
expressed as:

e=¢—j&" (4.10)
and
oc=0"—jd" 4.11)
where o’ and ¢” are real parts, ¢’ and &” are imaginary parts and j = /1.
The nature of the parameter &’ relates to the electric permittivity, which may

also be expressed in terms of relative permittivity. The parameter ¢” relates to losses
associated with both conductivity and frequency. For practical purposes at frequencies
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up to 1 GHz and conductivities below 0.1 Sm™! the effect of the &’ term will be small
and is commonly disregarded (i.e., ¢ taken as the real components &', £”) in such
circumstances.

When measurements are made on a conducting dielectric, the parameters
measured are the apparent permittivity and apparent conductivity:

B el e (4.12)
o =a,— jo, (4.13)

The behaviour of a material may be specified either by its apparent permittivity or,
equivalently, by its apparent conductivity, since

o = jws (4.14)
In terms of wave propagation equations, & and o always occur in the combination
0+ jwe =0, — jwe, (4.15)

where o, is the real effective conductivity and &/, is the real effective permittivity:

o, =0 —we’ (4.16)
"

e=e - (4.17)
w

From (4.5) the propagation of an electromagnetic field E¢ originatingatz = 0,t =0
in a conducting dielectric can be described by E(z,t) at a distance, z, and time, 7, by

E(z,t) = Ege %/ (@1=F2) (4.18)

The first exponential function is the attenuation term and the second the propagation
term.

From the first exponential function it is seen that at a distance z = 1/« the atten-
uation is 1/e. This distance is known as the skin depth, d, and provides an indication
of the penetration depth of a surface-penetrating radar system. However, there are a
number of other factors which influence the effective penetration depth, notably the
strength of reflection from the target sought and the degree of clutter suppression of
which the system is capable. These may reduce the calculated performance and must
also be considered.

In general the parameters of interest for sub-surface radar applications are the
attenuation and velocity of wave propagation.

In a conducting dielectric the phase constant is complex and is

k=w/ue —je 4.19)

The wave number may be separated into real and imaginary parts:

. . . "
Jk=a+ jp=jo.lne (1 —j?) (4.20)

where « is the attenuation factor and B is the phase constant.
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The parameters o and 8 can be related to o and jws, giving expressions for
o and B as shown below:

4.21)

The dimensionless factor £” /¢’ is more commonly termed the material loss tangent.

The above expressions may be rearranged to provide the attenuation constant «
in dBm™! and the wave velocity, v, in ms™!,

It can be seen from the above expressions that the attenuation constant of a material
is, to a first order, linearly related (in dBm™!) to frequency. It is not sufficient to
consider only the low frequency conductivity op when attempting to determine the
loss tangent over the frequency range 1.107 to 1.101% Hz. In the case of a material that
is dry and relatively lossless, it may be reasonable to consider that tan § is constant
over that frequency range. However, for materials that are wet and lossy such an
approximation is invalid, as

’ 14

tan§ = % (4.22)
It is important to consider the magnitude of ¢” and ¢” in atiempting to determine the
value of tan 4. In general for lossy earth materials tan § is large at low frequencies,
exhibits a minimum at ~1 x 108 Hz and increases to a maximum at several GHz,
remaining constant thereafter. Accurate determination of attenuation must therefore
consider all the coefficients, which comprise the expression for tan §. It should be
noted that the complex dielectric constant, and hence the loss factor, of a soil is
affected by both temperature and water content. The general effect of increasing the
temperature is to reduce the frequency of the dielectric relaxation, while increasing
the water content also increases the value of the loss factor while shifting its peak
frequency down. It is observed that the frequency of the maximum dielectric loss
of the water relaxation in soils is reduced and occurs over a more limited frequency
range when compared with conductive water. Tan § can increase with frequency over
the range 1 x 108 to 1 x 10'° Hz as the dipolar losses associated with the water content
of the material become more significant and the conductivity losses reduce.

tan & = conductivity losses + dipolar losses

"
Jde (4.23)

tand = -
weyE, &

An approximation which enables an order of magnitude indication is that when ¢ is
small

/

tan § A ge—, (4.24)
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Figure4.3 Material attenuation as a function of frequency for a medium loss soil

It is necessary to determine the dipolar losses from a consideration of the dielec-
tric relaxation spectrum of the soil/water mixture under consideration. Typically for
a mixture of sandy-clay soils (60% sand and 15% clay) with a water content of 25%
the following losses could be expected. The dielectric mixture model as described by
Peplinski et al. [1] is strictly applicable only over the range 0.3—1.3 GHz, although the
original model developed by Hallikainen et al. [2] covered the range 1.4 to 18 GHz.
A graph of dielectric losses for a medium loss soil is shown in Figure 4.2. Therefore
its accuracy is limited to that frequency range. However, it gives a good insight into
the wideband characteristics of soils.

A MathCAD™ worksheet to explore the dielectric loss characteristics of soils is
provided in dielectric losses, and the reader is encouraged to vary the soil and water
parameters as required.

A graph of attenuation versus frequency for such a material is shown in
Figure 4.3 and the dielectric properties in Figure 4.4.
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Figured4.4  Dielectric properties &' and £ of lossy soil as a function of frequency
The velocity of propagation is also slowed by an increase of loss tangent as well
as relative dielectric constant,
4

v = 0[2%0 (,/(1 + tan26) + 1)]7 (4.25)

However, tan 8§ must be significantly greater than 1 for any slowing to occur, and it
is reasonable to assume that for

tand < 1
¢
V= 4.26
NG (4.26)

In any estimation of received signal level it is necessary to consider the coefficients
of reflection and transmission as the wave passes through the dielectric to the target
as shown in Figure 4.5.
To do this we need to consider the intrinsic impedance of the various materials.
The intrinsic impedance of a medium is the relationship between the electric field,
E, and the magnetic field, H:

= 4.27)
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Figure4.5  Multi-layer dielectric

7 is a complex quantity that is calculated according to

p= | —JOH (4.28)
g — jwe

The intrinsic impedance of the medium becomes

1
nm AN
=7 =ﬁ(s’(l —J?)> (4.29)
At the boundary between two media, some energy will be reflected and the remainder

transmitted. The reflected field strength is described by the reflection coefficient, r:

N2 — N
y = —-

- (4.30)

where 1 and 7, are the impedances of medium 1 and 2, respectively.
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relative dielectric constant = 4
loss tangent variable
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Figure4.6  Layout of model for calculation

In a nonconducting medium, such as dry soil or dry concrete, and when consider-
ing only a single frequency of radiation, the above expression may be simplified and
rewritten as

_ E = e
= T e (4.31)

where ¢, is the relative permittivity of the medium.

The reflection coefficient has a positive value when &, > &1, such as where
an air-filled void exists in a dielectric material. The effect on a pulse waveform is
to change the phase of the reflected wavelet so that targets with different relative
dielectric constants to the host material show different phase patterns of the reflected
signal. However, the amplitude of the reflected signal is affected by the propagation
dielectric of the host material, the geometric characteristics of the target and its
dielectric parameters, as indicated in Figure 4.6.

Figures 4.7 and 4.8 show the predicted relative received signal at frequencies of
100 MHz and 1 GHz for a planar interface, where the first layer relative dielectric
constant is 4. The second layer relative dielectric constant is 16 and has a loss tangent
of 0.05.

The previous description is an elementary description of a situation, which is
described with considerably more precision by Wait [3] and King et al. [4].

Wait initially considers the one-dimensional case of propagation of a transient
field in a homogeneous infinite medium with conductivity o, dielectric constant &
and permeability u.

Wait’s general method is to determine the form of the magnetic and electric fields
at a distance from the source point. The transient fields are represented as Fourier
integrals and, in the case where the driving function is a unit impulse, the time domain
characteristics of the far field response are derived. Wait further develops the general
approach for the case of a dipole on a dielectric half-space and concludes that the main
feature of propagation in conducting media is that the waveform changes its shape as
it propagates away from the source. As a consequence resolution is severely degraded.
However, this loss of fidelity could also be used as an indicator of distance travelled.

King and Wu [4] treat the situation of the propagation of a radar pulse in sea water
in similar general manner and draw a parallel to the treatment by Brillouin [5] and
Sommerfeld [6] of the propagation of optical pulses in a linear, causally dispersive
medium and in an updated form by Oughstrun [7]. King considers analytically the
case of the near field generated by the rectangular pulse modulated current in an



84  Ground penetrating radar

0

—20

-40

—60 G\
TR

% Lc;Rg ~100 \\\\ )
: N

N\
\f\\ X .
\

\4 S

-200
0 1 2 3 5 6 7 8 9 10
range R, m

O O reference
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electric dipole in sea water. This situation is a useful model for pulse propagation in
a dissipative and dispersive medium from a dipole source. King concludes that the
amplitude of the wave packet decays more rapidly than the amplitudes of the transient
components. Finkelshteyn and Kraynyukov [8] also consider the effect of the medium
on pulse propagation characteristics. Wait and Nabulsi [9] also consider the possibility
of preforming the pulse shape to suit particular lossy media.

4.3 Properties of lossy dielectric materials

The electromagnetic behaviour of natural and man-made materials is generally
complicated because all exhibit both dielectric and conducting properties. Their elec-
tromagnetic characteristics are controlled by the microscopic scale (atomic, molecular
and granular) behaviour of the components making up the materials. The origins of
various dielectric losses as a function of frequencies are shown schematically in
Figure 4.9.

The effects occur at different frequencies, which creates a frequency dependency
in the dielectric properties of these materials. Figure 4.10 illustrates the changes which
take place in the relative permittivity, and the dielectric loss factor, over an extremely
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Figure4.10  Schematic diagram of the complex relative permittivity relaxation
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wide frequency range. In this idealised representation the relative permittivity effec-
tively remains constant at high and low frequencies. However, there is a transition
region over an intermediate frequency band where the dielectric properties change
significantly with frequency. This region is of particular interest when it occurs in the
microwave band. In the regions of electronic resonance (~10!3 Hz) occur at frequen-
cies far higher than those associated with surface-penetrating radar. Therefore they
need not be considered any further in relation to the frequency range of interest.
The relaxation phenomenon portrayed relates to the disturbance of polar molecules
by an impressed electric field, each molecule experiencing a force that acts to orientate
the permanent dipole moment characteristic of the molecule parallel to the direction of
the applied electric field. This force is opposed by thermodynamic forces. If an alter-
nating electric field is applied, the individual molecules will be induced to rotate in an
oscillatory manner about an axis through their centres, the inertia of the molecules pre-
venting them from responding instantaneously. Similar translational effects can occur.
The polarisation produced by an applied field (such as a propagating radar wave) is
closely related to the thermal mobility of the molecules and is, therefore, strongly
temperature dependent. In general, the relaxation time (which may be expressed as a
relaxation frequency) depends on activation energy, the natural frequency of oscilla-
tion of the polarised particles, and on temperature. Relaxation frequencies vary widely
between different materials. For example, maximum absorption occurs at very low
frequencies in ice (10> Hz), whereas it takes place in the microwave region in water
(10°—10'0Hz). Thus the effects of this phenomenon could have a direct bearing
upon the dielectric properties of materials at the frequencies employed by surface-
penetrating radars, especially if moisture is present within a material. There are a
number of other mechanisms, which cause a separation of positively and negatively
charged ions resulting in electric polarisation. These mechanisms can be associated
with ionic atmospheres surrounding colloidal particles (particularly clay minerals),
absorbed water and pore effects, as well as interfacial phenomena between particles.
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Figure4.11  The complex relative permittivity and loss tangent of a silty clay soil at
a water content of 15% wt (Hoekstra and Delaney [11])

This behaviour is illustrated in Figure 4.11, which shows the complex behaviour of
a silty clay soil over the frequency range 10° to 10'! Hz.

Although the above is a basic description of a complex subject it does serve to
explain the frequency dependent nature of the dielectric properties of the materials
involved. This implies that there will be some variation in the velocity of propagation
with frequency. Dielectrics exhibiting this phenomenon are termed dispersive. In
this situation, the different frequency components within a broadband radar pulse
would travel at slightly different speeds, causing the pulse shape to change with
time. However, the propagation characteristics of octave band radar signals remain
largely unaffected, and most commercial surface-penetrating radar systems fall into
this category.

The determination of the dielectric properties of earth materials remains largely
experimental. Rocks, soils and concrete are complex materials composed of many
different minerals in widely varying proportions, and their dielectric parameters
may differ greatly even within materials, which are nominally similar. Most earth
materials contain moisture, usually with some measure of salinity. Since the relative
permittivity of water is of the order of 80, even small amounts of moisture cause a
significant increase of the relative permittivity of the material. An indication of the
effect of moisture content on the refative permittivity of rock is shown in Figure 4.12.

A large number of workers have investigated the relationships between the phys-
ical, chemical and mechanical properties of materials and their electrical and in
particular microwave properties. In general they have sought to develop suitable
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models to link the properties of the material to its electromagnetic parameters. Such
models provide a basis for understanding the behaviour of electromagnetic waves
within these media.

The influence of moisture content upon the dielectric properties of earth materi-
als is significant and is well documented in the literature. Extensive measurements at
450 MHz and 35 GHz were made by Campbell and Ulrichs [13] on dry mineral and
rock samples. The difference between the apparent permittivity at the two frequen-
cies was small, supporting their conclusion that dry materials have no measurable
dispersion at microwave frequencies. The relative permittivity varied from 2.5 for
low-density rock types to 9.5 for high-density basaltic rocks, and the loss tangent
(tan §) was <0.1. Von Hippel [14] reports a series of measurements on soils at var-
ious water contents up to frequencies of 10 GHz. When the water content of his
samples exceeded 10% by weight, a substantial decrease in relative permittivity and
an increase in the loss tangent was observed at frequencies between 100 MHz and
10 GHz. This dispersion is considered to be due to the dielectric relaxation of water
in soils.

There are a number of methods of classifying soils, and the Soil Survey of England
and Wales classifies soil particles as shown in Table 4.2; see also Figure 4.13.
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Table 4.2  Soil textual classification

Soil textual class Diameter, mm
clay <0.002
silt 0.002 to 0.06
fine sand 0.02 to 0.06
medium sand 0.06 t0 0.2
coarse sand 0.06to 2
stones >2

0

100

silty clay

silty clay
clay loam loam 80
sandy silt loam silt loam
100
0 AY \ \
100 80 60 40 20 0

percentage sand 60-2000 pm

Figure4.13  Triangular diagram of soil textural classes
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Table 4.3  Attenuation and relative dielectric constant of various
materials measured at 100 MHz

Material Attenuation, dB m! Relative permittivity range
Air 0 1
Asphalt dry 2-15 24
Asphalt wet 2-20 6-12
Clay dry 10-50 2-6
Clay wet 20-100 5-40
Coal dry 1-10 35
Coal wet 2-20 8
Concrete dry 2-12 4-10
Concrete wet 10-25 10-20
Freshwater 0.01 81
Freshwater ice 0.1-2 4
Granite dry 0.5-3 5
Granite wet 2-5 7
Limestone dry 0.5-10 7
Limestone wet 1-20 8
Permafrost 0.1-5 4-8
Rock salt dry 0.01-1 4-7
Sand dry 0.01-1 2-6
Sand wet 0.5-5 10-30
Sandstone dry 2-10 2-5
Sandstone wet 4-20 5-10
Sea water 100 81
Sea-water ice 1-30 4-8
Shale dry 1-10 4-9
Shale saturated 5-30 9-16
Snow firm 0.1-2 6-12
Soil clay dry 0.3-3 4-10
Soil clay wet 5-50 10-30
Soil loamy dry 0.5-3 4-10
Soil loamy wet 1-6 10-30
Soil sandy dry 0.1-2 4-10
Soil sandy wet 1-5 10-30

Table 4.3 provides an indication of the electromagnetic characteristics of a number
of earth materials for typical operating frequencies utilised for surface-penetrating
radar work.

In many instances the potential variation in the velocity of wave propagation over
the frequency range of interest would be small and will be ignored. It would only be
considered in special circumstances, perhaps where relative indications were required
about major variations in the moisture content of a material. In general it is not possible
to make a reliable estimate of propagation velocity or relative permittivity in amedium
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from a single measurement without trial holing or other supplementary information.
Even in the case where a measurement is carried out at one location, it is often found
that significant variations in velocity will occur within comparatively short distances
from the original location. This can lead to significant errors in the estimation of depths
of reflectors or thickness of layers. One procedure which overcomes this limitation
is known as common depth point surveying, which utilises two antennas in bistatic
operation at a number of transmit and receive positions.

In the following Sections the characteristics of the various mediums that might
be investigated by surface-penetrating radar are considered in more detail.

4.4 Water, ice and permafrost

The principal loss mechanism in rocks and soils, certainly at frequencies over
500 MHz, is the absorption of energy by water present in the pores. The dielec-
tric relaxation properties of water are described well by a Debye relaxation with a
single relaxation time [12]. Pure liquid water at 0°C exhibits a maximum absorption
at 9.0 GHz; this increases as temperature rises, with the maximum absorption occur-
ring at 14.6 GHz at 10°C. Figure 4.14 shows the dielectric relaxation spectrum for
water at two temperatures [15].

A useful introductory summary of the properties of water, both liquid and solid,
is provided by King and Smith [16], while Pottel [17] reviews the topic of aque-
ous electrolytes. All water encountered in earth materials has some degree of ionic
conduction, and Pottel’s treatment gives useful quantitative information to enable
calculations to be made of the frequency dependence of dielectric properties. Cole
and Cole [18] in a classic paper proposed a modified Debye relaxation equation for
liquid water containing free ions. An indication of the variation in permittivity for a
solution of NaC1 and pure water is for values of &5 between 63 and 73 and values
of o between 5 and 6. It has been found that the quoted range of values for g4 is
common to water and all aqueous solutions.

The dielectric properties of naturally occurring water (or ice) can be adequately
described by the Debye theory or its modification when there is knowledge of its
temperature and low frequency conductivity, with the other constants needed in
the calculation being available in the literature. The velocity of wave propagation
is slowed substantially with increasing ionic concentrations. This has the most pro-
nounced influence at frequencies below 200 MHz, and above this frequency the wave
velocity closely approaches that of pure water. At high conductivities the attenuation
rises with frequency and there is no plateau in the loss curve before the rise due to
resonance absorption takes place (De Loor [10] and Figure 4.10).

An understanding of the dielectric properties of water enables the propagation
of electromagnetic waves to be assessed in a range of earth and construction materi-
als. The principal loss mechanism in soils and rocks for frequencies above ~500 MHz
is the absorption of energy by water in the pores. If the water content is large enough
the permittivity of the material may be determined firstly by the dielectric properties
of water and to a second order by those of the dry material.
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For many applications the real effective permittivity and conductivity may be
assumed to be

:8/

= 040 + we” (4.32)

’
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where 4. is the DC conductivity and &” and ¢” are obtained from the Debye formula
given by King and Smith [16]

&5 — Exo

st 4.33
I+ jwt (4.33)

s(w) =¢"+ j&' =60 +
where g4 is high frequency (infinite) permittivity, e, is low frequency (static)
permittivity and 7 is relaxation time of water.

The variation of &' and ¢” for water is presented as a function of frequency in
Figure 4.14.
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Figure4.14  Dielectric relaxation spectrum of water at two temperatures (Hoekstra
and Delaney [15])
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The above assumes a very low pure water DC conductivity, with an associated
low attenuation in the frequencies employed for surface-penetrating radar. In practice,
impurities or the presence of free ions in water significantly increase conductivities
in the resulting electrolyte. Cole and Cole [18] proposed a modified Debye relaxation
equation for complex permittivity at angular frequency:

85 —800
1+ j1=% (@) 70

e(w) = g0 + (4.34)
which reduces to the Debye relation whena = b = 0.

An approximately linear relationship was found between the concentration of the
ionic solution and the deviation of the relaxation time 7t from that of pure water, for
up to 1 M concentration. It is also found that the DC conductivity, oy, also varies
linearly with concentration in weak solutions.

The complex permittivity of a liquid can be estimated for a given concentration,
temperature and frequency on the basis of the equation for &, and data obtained from
the literature.

Ice is a material which has been extensively measured using surface-penetrating
radar, both in the Antarctic and Arctic. Fresh-water ice displays very different prop-
erties from sea-water ice, and the latter is considered by Kovacs ef al.[19] to be a
complex, lossy, anisotropic dielectric consisting of pure ice, air, brine and possibly
solid salts.

Generally, sea ice is classified by age into first, second and subsequent years and
by structure. The latter is defined by the processes of growth, melt and deforma-
tion. Sea-water is an electrolyte comprising a multitude of salts of which sodium
chloride is the dominant constituent (~80%). The formation of sea ice occurs in sev-
eral separate phases which govern the geometric structure and hence the anisotropic
electromagnetic characteristic of the ice. The initial growth phase of a few milli-
metres generates needles of ice, and these are termed fazil crystals. The second phase
of growth occurs when the ice thickens and the initially random crystal orientation
becomes more ordered and wider as the depth of ice increases. The ice crystals become
vertically orientated as they grow downwards. As growth continues, the elongated
crystals cause local freezing of the sea-water, effectively localising the water from
the base and thus any remaining water in the spaces between the crystals increases
its salt content. As the crystals grow they entrap local pockets of high salinity water.
Underwater currents affect the orientation of the crystals and hence the anisotropy of
the ice layers which form over many years.

Kovacs et al. [19] calculated that the apparent dielectric constant measured at
100 MHz decreased with increasing ice thickness and followed the trend established
with field measurements. Kovacs’ model of sea ice suggests that the relative dielectric
constant at a frequency of 100 MHz increases in a nonlinear fashion from ~3.5 to
18 as the ice depth increases from 0.2 m to 0.7m. Over the same depth range the
attenuation at 100 MHz increases from ~10dBm ™! to 50dBm™".

Kovacs et al. [19] also showed that the coefficient of anisotropy, defined as
the ratio of the major to minor axis of the polar plot of the reflection amplitude,
could vary between 2.2 and 15. However, the situation he encountered in Alaska was
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further complicated by the inclusion of different strata within the ice, which affected
the orientation and growth pattern of the C-axis of the ice crystals. Radar survey
work has also been carried out on the detection of ice in permafrost near the Alyeska
pipeline in Alaska.

4.5 Dielectric properties of soils and rocks

The dielectric properties of soils and rocks are discussed in detail by De Loor [10],
Hoekstra and Delaney [11], Hipp [20], Wang and Schmugge [21], Hallikainen
et al. [2] and Wobschall [22], and extensive data are provided by Parkhomenko
[23], Keller [24], Fuller and Ward [25], Campbell and Ulrichs [26], and Endres and
Knight [27].

All of these authors consider in detail the theoretical effect of microscopic fluid
distribution on the dielectric properties of partially saturated rocks. The electromag-
netic characteristics of rocks include anisotropy, an enormous range (20 orders of
magnitude) of DC conductivity, and an order of magnitude range in permittivity
between about 2 or 3 for dry sandstone to 40 or so for wet porous rocks. The use
of radar techniques to probe rock is usually intended to provide information about
deep features where resolution is not usually critical. This permits the use of lower
frequencies to aid penetration. Typical changes in relative permittivity with moisture
content are shown in Figure 4.12 for several types of rock. These data were obtained
at frequencies in the range of 0.1 to | MHz. The main exception to the requirement for
long range is the probing of coal seams, where resolution is generally more important.

As values of permittivity and velocity of propagation are strongly influenced by
the presence of moisture, there is clearly a relationship between these parameters and
porosity of the medium. Work on rocks has shown the following relationships.

For layered material [28] with the electric field applied parallel to the bedding,
for a particular frequency f,

& = (1= p)ém + pew (4.35)

where g, is permittivity of the layered material, &, is permittivity of the matrix, &,
is permittivity of water and p is porosity ratio.

For layered material [28] with electric field applied perpendicular to the bedding,
for a particular frequency f,
_ EmEw

(I = p)em + pey
from which velocity of propagation can be calculated. Alternatively, porosity can be
calculated from
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Endres and Knight [27] have put forward a theoretical treatment of the effect of
microscopic fluid distribution on the dielectric properties of partially saturated rocks.
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Attempts have also been made by Hanai, amongst others, to model the dielectric
behaviour of soils by extending the theory of dielectric mixtures produced by Wagner
and others for emulsions of the oil-in-water type, establishing relationships of the
following type:

(s* - ef,)

(3 — €b)
where ¢ is volume fraction of the dispersed phase, 7, is permittivity of the dispersed
phase, ¢, is permittivity of the dispersing medium and &* is permittivity of the
mixture.

The dielectric properties of soils have been studied for many years and there is now
a large body of experimental data available as well as a range of theoretical models.
Considerable difficulties are posed by the variability of the material, and none of the
models developed is universally applicable. Simple models for dielectric loss tend to
be deficient, with the major discrepancy between theory and experiment being the
frequency dependence of the observable effects. The principal errors are understood
to relate to the representation of the energy absorption by moisture, although there
are numerous other factors which have a bearing on the matter.

Experimental studies (Hipp {12]) on soils have shown a rise in permittivity with
water content and, at a given water content, a fall in permittivity with increasing
frequency. Effective conductivity, and hence attenuation, rose both with frequency
and water content. Figure 4.11 illustrates the dielectric behaviour of a silty clay soil
at a moisture content of 15 wt.% over a wide range of frequencies after Hoekstra and
Delaney [11].

Field measurements have produced a wide scatter of results primarily due to the
inherent variability of the ‘natural’ environment caused by the presence of stones,
boulders and localised regions of higher conductivity within the ‘ground’ mass. Such
variations cause the dielectric parameters to change in a statistically unpredictable
way as the radar antenna is scanned over the ‘ground’ surface introducing clutter
into the received signal. There is no simple parameter, such as water content or low
frequency conductivity, which can be used as a convenient measure of dielectric loss
in the frequency range 100 MHz to 1 GHz.

Various workers have sought to employ a modified Debye model for describ-
ing the dielectric properties of moist soils. Bhagat and Kadaba [29] indicate that a
relaxation mechanism alone is adequate at frequencies above ~1 GHz, but at lower
frequencies the soil structure affects the results. De Loor [10] summarises the chief
loss mechanisms occurring in soil and their frequency range of applicability. In com-
paring the relaxation of water in bulk and soil water, it is observed that the frequency
at maximum dielectric loss is displaced to a much lower frequency in soils and that
relaxation occurs over a narrower frequency band in soils than in bulk water.

Soil is not only a mixture of dielectrics, but even when the composition of
a given sample is known in terms of its components and their individual proper-
ties, that alone is not sufficient to define its nature dielectrically. The particle sizes,
the electrochemical nature of their boundaries and the way in which the water is

e* 0.33
(—m) =(1-¢) (4.38)

8*
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distributed, both physically and chemically, amongst the matrix also affects the
behaviour. Wobschall [22] distinguishes, for example, between free water and pore
water.

Systematic attempts have been made to produce models of the dielectric behaviour
of soils which use parameters obtained independently of the dielectric measurements
to be predicted. A number of models are believed to show reasonable agreement with
experimental values over certain frequency ranges, but scope remains for further work
on the subject of soil dielectric properties.

Wobschall [22] developed a theory of the complex dielectric permittivity of soils
based on the semi-disperse model.

This is an extension of a three phase (particles, air, water) system devel-
oped from work carried out by Hanai [30]. Wobschall considers soil to consist
of irregular particles containing micro/macroscopic air filled voids (pores) and
crevices which become increasingly filled by water as the percentage water content
increases.

Figure 4.15 shows the schematic composition of the soil suggested by Wobschall.
The key element of the semi-disperse model is a phase of composition in which the

crevice
nondispersed water

|
nondispersed water

solid . U
..\. Ijr

disperéed water

Figure4.15  Particles and water dispersed in soil (after Wobschall [22])
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solid particles contain dispersed water filled with micropores and around each particle
is a coating of water. These particles and the entrapped air are dispersed throughout
the remaining water. The procedure for calculation takes into account 10 parameters
including the frequency, the volume fraction of water, the volume fraction of voids
and conductivity of pore water and microcrevice water, the dispersed water fraction
as well as the crevice water fraction.

There is, however, a sufficient body of information to enable an assessment to
be made of the likely range of dielectric properties which might be encountered,
assuming there is a detailed knowledge of the site in question.

4.6 Suitability of soils for GPR investigations
Dr James A. Doolittle (USDA-NRCS) and Dr Mary E. Collins (of Soil and
Water Science Department, University of Florida)

4.6.1 Introduction

Soil is defined as ‘a natural body comprised of solids (mineral and organic matter),
liquid, and gases that occurs on the land surface, occupies space and is characterised
by one or both of the following: horizons, or layers, that are distinguishable from
the initial material as a result of additions, losses, transfers and transformations of
energy and matter or the ability to support rooted plants in a natural environment’
(Soil Survey Staff [36]). The definition continues to explain the three dimensions of
soil. The upper limit is the interface between soil and air, plants, and shallow water.
The lateral boundary is where soil grades to rock, ice and deep water. The lower
boundary ‘is most difficult to define’ (Soil Survey Staff [31]). It is the boundary
that separates soil from nonsoil. The lower depth of soil is commonly defined as
where biological activity can no longer survive. Many soil scientists abruptly end
the soil domain at a depth of 2 m, but many soil processes, features, horizons and
layers continue below that depth. One of the problems soil scientists had was the
lack of technology to easily look at deeper depths. Soil cores, pits and exposures
have long provided soil scientists the only access to information concerning soils.
Unfortunately, these methods provide incomplete information on soil continuums,
as they are limited in depth, extent and number. Constrained by limited exposures
and burdened by partial or detached information, inferences on the nature and prop-
erties of soils must be extended across the more expansive areas between cores or
exposures.

In many areas, the characterisation of soils and soil properties can be improved
with ground penetrating radar (GPR). As GPR can provide a continuous record of the
sub-surface showing the presence, depth and lateral extent of certain soil horizons
and features, it is useful in soil classification, characterisation and mapping. GPR
provides high-resolution information that can aid interpretations and the extrapolation
of information obtained with traditional surveying techniques [32].
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4.6.2 GPR: a quality control tool for soil mapping and investigation

Since the late 1970s, GPR has been used as a quality control tool for soil mapping
and investigations in the United States. In 1979, the use of GPR for soil surveys
was successfully demonstrated in a study conducted in Florida [33, 34]. Because
of the prevalence of sandy (> 70% sand) soils with favourable characteristics and
contrasting subsoil, GPR has been used extensively in Florida to update soil sur-
veys [35]. For over 20 years and throughout the United States, the Department of
Agriculture-Natural Resources Conservation Service (USDA-NRCS) and several uni-
versities have used GPR to verify the taxonomic composition of soil map units and
to document specific soil properties and variability. The use of GPR in soil surveys
has provided information about the soil resource that could not be obtained without
its use.

Traditionally, soil surveys are mapped on a county basis by a team of soil scientists.
The soil scientists make soil observations at a limited number of point locations. This
is a very slow and laborious task. To assist soil surveys, GPR is used to document the
type, variability and depth of soils that occur within soil map unit delineations. Radar
data are used to record the average taxonomic composition of the selected map units,
the confidence interval and the confidence level of that data. Soils that are ‘dissimilar’
are also noted. This information is published in the soil survey.

Routinely for GPR soil studies, a traverse line or grid is established across a
representative area. Typically, reference flags are inserted in the ground at uniform
intervals along traverse or grid lines. More recently, GPS receivers, survey wheels
or odometers have been used to record reference points and expedite field work. The
interval between these reference points varies with the purpose of the survey and
the anticipated variability of soils or soil features under investigation, but typically
ranges from 0.5 to 15 m. Most commonly, a radar antenna is towed or dragged along
a traverse or grid line with the operator impressing a mark on the radar record as
each reference point is passed. After reviewing the radar record in the field, ground-
truth soil descriptions are collected at a few selected reference points. These soil
descriptions help to confirm radar interpretations and depth scales. Based on the soil
descriptions, diagnostic sub-surface horizons, contrasting layers and or soil features
are identified and traced laterally across the radar record. The taxonomic composition
is determined by identifying the soil at each reference point and determining its
frequency, or less typically, by measuring a soil’s relative length on a radar record.

4.6.3  Suitability of soil properties for GPR investigations

Radar imagery must be of good interpretative quality as soil scientists are reluctant to
use GPR in areas where the depth of penetration is too restricted or the interpretative
quality poor. Where adverse soil conditions occur, the use of GPR is discontinued
and soil scientists resort to traditional soil survey methods. Within the USA, because
of this reluctance to use GPR in anything less than favourable soil conditions, much
attention has focused on the distribution of soils and soil properties that are favourable
to the use of GPR.
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The performance of GPR is dependent upon the electrical conductivity of soils.
Soils having high electrical conductivity rapidly attenuate the radar energy, restrict
penetration depths, and severely limit the effectiveness of GPR. Factors influencing
the electrical conductivity of soils include the amount and type of salts in solution
and the clay content.

Electrical conductivity is a measure of the concentration of water-soluble salts in
soils, and is directly related to the concentration of dissolved salts in solution, as well
as the type of exchangeable cations and the degree of dissociation of these ions salts
on soil particles (Soil Survey Staff [36]). In semi-arid and arid regions, soluble salts
of potassium and sodium and less soluble carbonates of calcium and magnesium are
more likely to accumulate in the upper part of the soils. These salts produce high
attenuation losses that restrict the radar’s penetration depths [37]. In some areas,
high levels of calcium carbonate accumulate in soils and severely limit penetration
depths [38]. Soils with calcareous layers are considered poorly suited to GPR. Because
of their high electrical conductivity, saline and sodic soils are unsuited to GPR. In
these soils, penetration is typically restricted to the surface layers (<0.25 m). How-
ever, Collins and Kurtz [39] reported the results comparing soil chemical properties
and modelling the electrical characteristics from soils in three different locations of
which two are arid: Arizona and Saudi Arabia. They found that, depending on the
moisture content, buried objects in soils high in salts could be detected to depths as
great as 1 m.

Because of their high adsorptive capacity for water and exchangeable cations,
clays produce high attenuation losses. As a consequence, the penetration depth of GPR
is inversely related to clay content. Doolittle and Collins [40] noted that, depending
on antenna frequency and the chemistry of the soil materials, penetration depths
could range from 5 to 30m in sandy, 1 to 5m in loamy (7 to 35% clay), to less
than 0.5m in clayey (>35% clay) soils. In addition, clay fractions dominated by
smectite or vermiculite clay minerals have higher cation-exchange capacities and
greater signal attenuation rates than fractions dominated by kaolinite, gibbsite and
goethite.

4.6.4 Soil suitability maps for GPR investigations

Soil survey reports and databases prepared by the USDA provide information on
soil properties that affect GPR. These reports are available for most areas of the
United States. Hubbard er al. [41] developed a GPR suitability map of Georgia
based on information contained in published soil survey reports. Collins [42] used
a soil taxonomic classification system to create GPR suitability maps according to
properties within the upper 2-m of soils. Collins and Kurtz [43], using the USDA-
NRCS’s State Soil Geographic (STATSGO) database, created several maps of the
United States depicting the suitability of soils to GPR. They used soil taxonomics to
predict the detection of buried objects. Doolittle et al. [44] also used the STATSGO
database to prepare soil maps that show the distribution of several soil properties that
affect GPR. Unfortunately, separate maps were prepared for each attribute, making
GPR suitability assessments difficult. Doolittle et al. [45] used STATSGO attribute



Figure4.16  GPR soil suitability map of the conterminous United States (courtesy USDA-NRCS)
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data on the clay and soluble salt contents of soils to develop a GPR soil suitability
map of the conterminous United States. This map (Figure 4.16) conforms to major
soil and physiographic units and can be used to assess the relative appropriateness of
GPR for soil investigations within comparatively large areas.

4.6.5 Determining the depth to soil horizons

GPR has been used extensively to determine the depth to soil horizons. A soil horizon
is a ‘layer of soil or soil material approximately parallel to the land surface and
differing from adjacent genetically related layers in physical, chemical, and biological
properties or characteristics such as colour, structure, texture, consistency....” (Soil
Science Society of America [46]). Knowing the existence and depth to horizons aids
a soil scientist in properly classifying the soil.

Radar interpretations have provided data on the taxonomic composition of soil
[35, 47-49]. The depths to some diagnostic sub-surface horizons used to classify soils
have been charted with GPR. Where these horizons have abrupt upper boundaries
that contrast with overlying horizons in physical (texture, bulk density, moisture) and
chemical (organic carbon, calcium carbonate, sesquioxides) properties, they often
produce strong reflections. GPR has been used to estimate the depth to argillic
[48, 50-53]), spodic [48, 51, 54], and placic [55] horizons. GPR has been used to
chart the thickness of albic horizons and the depth to calcic, petrocalcic and petro-
ferric horizons, and to duripans, fragipans [56—58] and traffic pans [59]. GPR has
been used to infer soil colour and organic carbon content [51], assess the continuity
of ortstein [60], the concentration of lamellae [61, 62], and the thickness of surface
[48] and active [63] layers.

The effective use of GPR for soil survey investigations requires not only satisfac-
tory penetration depths, but also soil horizons or features that produce distinet, readily
identifiable and continuous reflection. Often, in areas where soil horizons or features
are discontinuous or obscured by undesired clutter, a greater, more prohibitive number
of ground-truth cores is required to properly identify radar reflections.

In some soils, while individual horizons cannot be identified, characteristic radar
reflections can be used to identify soils. Mokma et al. [62] used the aggregate appear-
ance of multiple reflectors and the depth of penetration to distinguish soils and estimate
soil map unit composition in southwest Michigan. Here the thickness and frequency
of lamellae (bands of finer-textured materials) are the primary criteria used to identify
an argillic horizon and the classification of soils. Using a 120 MHz antenna, aggre-
gate GPR reflections and penetration depths were associated with individual soils.
Depth of penetration was inversely related to the number and frequency of finer-
textured lamellae and total clay content. Unique and distinguishing radar signatures
of five soils are shown in Figure 4.17a. In Figure 4.17b, a representative radar record
from an area that had been mapped as dominantly Spinks (sandy, mixed, mesic
Lamellic Hapludalf) and Coloma (mixed, mesic Lamellic Udipsamment) soils is
shown.
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Figure4.17  Differentiating soils on the basis of aggregate GPR reflections in
southwest Michigan (courtesy USDA-NRCS)

4.6.6 Determining the depth to bedrock

In many regions, it is difficult to examine soils and determine the depths to bedrock
with traditional soil survey tools. Rock fragments and irregular or weathered bedrock
surfaces limit the effectiveness of coring methods [64]. GPR can be used to determine
the depths to bedrock and reduce the number of required cores [32, 58, 65]. Where
soils are suitable, GPR is more reliable and effective than traditional soil survey tools
for determining the depth to bedrock and the composition of soil map units that are
based on soil-depth criteria [64, 66].

In many upland soils, the soil/bedrock interface is abrupt and contrasting, and
provides a well expressed and easily identifiable reflection on radar records. Often,
this interface consists of smooth, continuous, high amplitude reflectors. Figure 4.18
is from an area of noncalcareous, sandy soils that formed in eolian sediments over
Navajo sandstone in southern Utah. The radar record was collected with a 200 MHz
antenna. The depth scale is in metres. The horizontal scale is ~25 m. A dark line has
been used to show the interpreted depth to bedrock. In Figure 4.18, the overlying
eolian sediments are isotropic and transparent to GPR. Tree roots cause the hyper-
bolas in the upper part of the radar record. In general, the underlying bedrock is
contrasting and provides a strong and readily identifiable radar reflection. Bedding
planes are evident in the Navajo sandstone. Some of these bedding planes cross the
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Figure4.18 Depth to sandstone bedrock in an area of Ustic Quartzipsamment in
southern Utah (courtesy USDA-NRCS)

Figure4.19 Radar record showing the depth to bedrock in an area of Typic
Kanhapludult, in western North Carolina (courtesy USDA-NRCS)

soil/bedrock interface. Within the soil, these bedding planes are more weathered and
were identified as lamellae.

The soil/bedrock interface is not always easily identifiable on radar records. In
Figure 4.19, the soil/bedrock interface is indistinct and ambiguous. This radar record
was collected with a 200 MHz antenna in an area of well drained, highly weathered
soils within the Piedmont region of southeast USA. Soils are members of the fine,
kaolinitic, thermic Typic Kanhapludult family and have formed in residuum weath-
ered from sillimanite mica schist. In Figure 4.19, the depth scale is in metres. Multiple,
inclined, planar reflectors implied lithologic rather than pedogenic features. The clos-
est point at which these planar reflectors approach the soil surface was interpreted
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as the depth to weathered bedrock. A dark line has been used to show the inter-
preted depth to bedrock. In this radar record, it is difficult to identify the soil/bedrock
interface or differentiated soft and weathered bedrock from hard bedrock. Robillard
et al. [67] associated variations in the amplitude of reflected signals to differences in
rock hardness and mineralogy. In Figure 4.19, weakly expressed, planar reflectors can
be observed overlying more strongly expressed planar refiectors. The shallower, more
weakly expressed set is interpreted as saprolite or soft, highly weathered bedrock.
The deeper lying, higher amplitude planar reflections are interpreted as hard bedrock.
Higher amplitude reflections are associated with more contrasting, less weathered
strata.

4.6.7 Determining the depth to soil water tables

The depth and movement of groundwater through landscapes affect the physical and
chemical properties and the morphology of soils [68]. Traditionally, information on
the depth and movement of groundwater has been obtained through measurements at
monitoring wells. While wells provide detailed information about soil and hydrologic
conditions at specific points, hydrologic conditions for the larger areas among and
beyond the wells must be inferred.

Ground penetrating radar has been used effectively in areas of sandy soils to
chart soil water table depths among wells and into nearby areas [69—72]. In addition,
GPR has been used to provide data for hydrologic models [73, 74], define recharge
and discharge areas [69, 72], predict ground-water flow patterns [70, 71, 75], and
delineate near-surface hydrologic conditions [76]. GPR has also been used to detect
perched water tables [77].

In Figure 4.20, the water table can be traced across a gently sloping area of Carver
(uncoated, mesic Typic Quartzipsamment) soil in southeastern Massachusetts. The
very deep, excessively drained Carver soil formed in stratified deposits of coarse and
very coarse sands on outwash plains. In Figure 4.20 the depth scale is in metres. The
survey line is 60 m long with reference points (dark vertical lines at the top of the
Figure) spaced at 10 m intervals. The radar record was collected with a 120 MHz

Figure4.20 Water table in a Typic Quartzipsamment formed in glaciofluvial
sediments (courtesy USDA-NRCS)
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antenna. The radar record has been minimally processed using colour table and
transformation options and distance and surface normalisation programs.

In sandy sediments, because of abrupt and strongly contrasting dielectric prop-
erties, the water table produces strong reflections and distinct images on most radar
records [78]. In Figure 4.20, the water table produces high amplitude, continuous
linear reflections that can be traced across the radar record. A dark line shows the
approximate location of the water table. It varies in depth from about 1 m along the
left-hand margin to about 3.5 m along the right hand margin of the radar record. In
areas of sandy, nonstratified materials, the water table is usually distinct and inter-
pretable. However, in some soils, soil horizons or geologic strata can obscure the
water table. In Figure 4.20, the near horizontal reflections from the water table con-
trast with the more inclined reflections from strata within the glacial outwash. Had
the water table and strata been parallel, the identification of the water table would
have been more ambiguous.

4.6.8 Measuring soil moisture contents and the movement
of water through sandy soils

Knowledge of the soil water content is needed for management decisions and irriga-
tion scheduling. Davis ef al. [79] observed that, over a range of different soils, a strong
association exists between the water content and dielectric permittivity of soils. GPR
and time domain reflectometry (TDR) have been used to measure dielectric permit-
tivity and volumetric water content of soils [80, 81]. Compared with TDR, GPR is
noninvasive and provides a more practical method for characterising and mapping
spatial and temporal variations in soil water content over larger areas [82, 83].

GPR has been used to study the movement of water and pollutant through sandy
soils. Vellidis ez al. [84] used GPR to monitor the movement of a wetting front through
sandy surface layers following an irrigation event. Water movement through sandy
soil is not uniform and is strongly influenced by soil layering [85]. Coarser or finer
textured layers redirect and concentrate water movement into preferential pathways.
These pathways move water and solutes laterally overrestrictive layers and downward
through discontinuities in these strata. These flow paths or fingers occupy a small part
of the soil but account for most of the water movement and chemical transport [86]. As
preferential flow is concentrated, it is also faster, and water-borne chemicals are less
subjected to degradation and absorption by the soil [86]. Several researchers [84-87]
have used GPR to detect layers and preferential flow paths in sandy soils. Using 450
or 500 MHz antennas, these researchers determined the depth to restrictive soil layers
and detected the locations of discontinuities or breaks in these layers. Water sampling
devices, which were installed in these discontinuities, were found to provide a more
representative sample of contaminants transported through the soil than randomly
located instruments.

4.6.9 Determining the thickness of peat deposits

Pushing a metal rod through a column of peat and feeling for resistance or augering
a small hole to observe the underlying materials are the traditional methods used
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to inventory and map organic soil materials [88]. These methods are slow, labour
mtensive and costly. GPR can be used to provide information on the depth and volume
of peat deposits at a level of detail that is comparable to information obtained with
manual techniques [89, 90]. Compared with traditional methods, GPR is a more
efficient tool for estimating peat thickness and characterising the sub-surface topo-
graphy of the organic/mineral soil interface [91]. GPR has been used to estimate
the thickness and volume of peat deposits [47, 91-99], distinguish layers having
differences in degree of humification and volumetric water content [55, 91, 96, 99,
100], and to classify organic soils and assess rates of subsidence [52]. Lowe [101] used
GPR to detect logs and stumps buried in peat deposits. GPR has also been used for such
geotechnical applications in peat as road design and dike construction [88, 91, 102].

The electrical conductivity of peat is directly related to the concentration of total
dissolved ions in the pore water and ultimately, the chemistry of the confining min-
eral sediments [103]. Typically, GPR surveys conducted in acidic, low nutrient,
ombrotrophic bogs produce satisfactory results. However, results are generally poorer
in alkaline, high nutrient, minerotrophic fens. Here, penetration depths are more
restricted and, in deeper deposits, reflections from the organic/mineral soil interface
are often either intermittent or indistinguishable. Ombrotrophic bogs are nutrient
poor and have lower concentrations of the basic cations (calcium, magnesium and
potassium) than the more nutrient enriched minerotrophic fens. In some fens, such as
coastal marshes, high concentrations of dissolved salts completely absorb and atten-
uate the radar’s energy within shallow (0 to 50 cm) depths. In peat, depths as great as
8.1 to 13 m have been reported [89, 92, 99].

Figure 4.21 is a representative radar record from a fen used for the production of
cranberries in southeastern Massachusetts. The cranberry bed had been mapped as
Freetown soil. The very deep, very poorly drained Freetown soil formed in more than
1.3 m of highly decomposed (sapric) organic materials. In Figure 4.21 the depth scale
is in metres. The survey line is 90 m long with reference points (dark vertical lines at
the top of the figure) spaced at 10 m intervals. The radar record was collected with a
120 MHz antenna. The radar record has been minimally processed using colour table
and transformation options and a distance normalisation program.
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Figure4.21 GPR record from an area of organic soils (Typic Haplosaprist) in
Massachusetts (courtesy USDA-NRCS)
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In Figure 4.21, abrupt and strongly contrasting changes in water content make
the organic/mineral soil interface distinguishable on this radar record. This interface
forms a conspicuous reflector that varies in depth from about 1.2 to 5.4 m. Weak planar
reflectors are evident within the peat. While some reflections that occur at a constant
depth are presumed to represent noise, the more irregular or wavy reflectors suggest
layering within the peat. Often transitional layers composed of both organic and
mineral soil materials form at the lower peat boundary. As these transitional layers
have moisture contents that are intermediary between the organic materials above
and the mineral materials below, they do not produce high amplitude reflections.
In Figure 4.21, these more weakly expressed features appear in the lower part of each
of the three conspicuous concavities.

4.6.10 Improving soil-landscape models

GPR has been used to improve soil-landscape models and soil map unit design
and thus facilitate soil mapping on glacial-scoured uplands [104], wetland catena
[55], coastal plain sediments underlain by limestone bedrock [49], or loess over-
lying sandy fluvial sediments [105]. GPR has been used to illustrate soil-bedrock
relations on glacial-scoured uplands [64, 104] and on karst [49, 106, 107]. Recent
advancements in processing technologies have facilitated the manipulation of large
sets of radar data and the creation of three-dimensional radar images. These displays
assist interpretations and provide unique, multiple viewpoints in which to analyse the
sub-surface.

In Figure 4.22, a three-dimensional visualisation is used to view and analyse the
depth and geometry of the water table and to understand flow patterns in a dunal

Figure4.22 A fence diagram showing the depth and geometry of the water table to
the topography of a low dune in North Dakota (courtesy USDA-NRCS)
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landscape. To prepare this three-dimensional product, a 36 by 45 m grid was estab-
lished across a small, low dune in southeast North Dakota. The grid interval was 3 m.
Survey flags were inserted in the ground at each grid intersection and served as ref-
erence points. The elevation of each reference point was measured with a theodolite
and stadia rod.

Radar data were collected along 16 equally spaced (3 m) east—west trending grid
lines with a 200 MHz antenna. Each radar traverse was 36 m long. Lines were sequen-
tially profiled with the radar in a back and forth, snake-like fashion. Data from these
lines were processed into a three-dimensional image using processing software. Once
processed, arbitrary cross-sections, insets and time slices can be quickly viewed
from the three-dimensional data set. This imaging technique enables views of the
sub-surface from nearly any perspective. The flexibility of three-dimensional visu-
alisations facilitated the interpretation of spatial relationships and the analysis of the
water table.

Figure 4.22 is a fence diagram showing four radar records across the low dune.
Along the first three lines (lines ¥ = 0, 15 and 30 m) the water table appears to dip
slightly beneath the dune. It is inferred from this diagram that the water is flowing from
the margins of the dune into the dune’s interior. The water table is difficult to identify
on the northern-most line (line Y = 45 m). Most of this line lies within a wetland. Soils
along this line were noticeably wetter and had thicker mats of vegetation. Strongly
expressed, sub-surface planar reflectors are more numerous on this record. As these
interfaces parallel the soil surface and the water table, the identification of the water
table is more ambiguous.

4.7 Dielectric properties of man-made materials

As the evaluation of concrete structures is of particular importance more work is now
being carried out on establishing the electrical properties of cements and concretes,
especially at the higher frequencies associated with surface-penetrating radar applica-
tions. The earliest work which has been carried out has largely been related to DC or
low frequency AC resistivity measurements and the development of models describ-
ing the mechanisms of conduction through Portland cement pastes. Such techniques
have been used to study changes in the electrical characteristics of cement pastes and
concretes during the stages of initial setting and the subsequent hardening process.

Concrete is a composite material formed by the addition of water to a mixture of
cement, sand and coarse aggregate, together with a small quantity of air. A range
of admixtures is available which may be added to the mix to modify the properties of
concrete in either the fresh or hardened states, or both. A number of different types
of cement are employed, although something in the order of 90% of all concrete is
produced using ordinary Portland cements. A diverse range of rock types is used to
provide the fine and coarse aggregates.

Hydration takes place between the cement and the water in the mix, producing
a matrix of hydrates of various compounds, referred to collectively as cement paste,
which binds the constituents together to form hardened concrete. The cement paste
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contains a large number of interconnected voids, the capillary pores, which are the
remnants of the water-filled spaces present in the fresh paste. Capillary pores are esti-
mated to be in the order of I m and are mainly responsible for the permeability of
the hardened cement paste. The permeability of concrete, and hence the volume of
capillary pores, increases rapidly for water : cement ratios over 0.4. The permeability
of a mature cement paste made with a water : cement ratio of 0.7 is in the order of
100 times that for one made with a water : cement ratio of 0.4.

After setting, a large amount of the free water within the mix is absorbed during the
process of hydration, being used in the production of hydrates of various compounds.
Water is also lost from the capillary pores as the concrete dries out. This occurs by
evaporation at a rate which is dependent upon the water : cement ratio of the concrete,
its age, the curing regime to which the member has been subjected and a number of
other factors, including member size and environmental conditions.

Whittington er al. [108] discuss the conduction of electricity through the
heterogeneous medium of concrete and report low frequency AC experimental deter-
minations of changes in resistivity over a 3-month period from the time of casting.
Their results show resistivity values increasing with time, achieving stable values
after about 28 days, although it should be noted that their work was undertaken on
moist specimens (i.e. specimens which were not permitted to dry out). It was found
that the experimental curves for cement pastes and concretes follow the same trends,
confirming the dominant role of the cement paste upon the electrical characteristics of
concrete.

The electrical resistivity of typical aggregates particles used in concretes are sev-
eral orders of magnitude higher than that of the concrete. Consequently the majority
of current flow takes place through the paste (i.c. the path of least resistance). In
a simplified electrical model concrete can generally be considered as a composite of
nonconducting particles contained in a conductive cement paste matrix.

Nikkanen [109] has suggested that conduction through moist concrete is essen-
tially electrolytic in nature, and tests by Hammond and Robson [110] and Monfore
[111] support the view that conduction is by means of ions in the evaporable water
in the capillary pores, the principal ions being calcium (Cat*), sodium (Nat),
potassium (K*), hydroxyl (OH™) and sulphate (SO, ™) since the amount of evap-
orable water in a typical cement paste varies from about 60% at the time of mixing to
20% after full hydration, and the electrical conductivity of the concrete should also
be a function of time. Ionic conduction through the free evaporable water within the
capillary pores will depend upon the species, concentration and temperature of the
ions present in solution.

Another possible path for current flow is by means of electronic conduction
through the cement compounds themselves, that is the gel, gel-water and unreacted
cement particles, particularly compounds of iron, aluminium and calcium. Wyllie and
Gregory [112] suggest that even physically immobile water will be involved in the
conduction process.

Thus, the electrical conductivity of the paste depends upon the changes which both
solid and solution phase (i.e. evaporable water) undergo. These changes are closely
linked to each other. The composition and concentration of ions in the evaporable
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water depend upon the soluble compounds within cement particles and the residual
water. Conversely, the composition and structure of the solid phase depends upon
the amount of water, both absorbed and chemically combined, within the cement
compounds during the hydration process.

The above findings for DC and low frequency AC resistivity measurements indi-
cate the changing nature of the general electrical characteristics of cement pastes and
concretes during the first few weeks and months after casting. Further work needs to
be carried out to establish the dielectric properties in this period at the higher frequen-
cies associated with surface penetrating radar applications. It is clear that attenuation
loss and velocity of wave propagation in concrete are dependent upon a number of
factors including water content, mix constituents and the curing regime employed.
‘Green’ concrete may exhibit high values of both relative permittivity (¢, = 10 to 20)
and attenuation loss (@« = 20 to 50dB m~! at 1 GHz). When hydration and curing
are effectively complete, at periods of possibly up to about six months, lower values
may be measured such that &, = 4 to 10 and ¢ = 5 to 25dB m~! at 1 GHz. Thus,
the performance of a surface-penetrating radar system may be affected considerably
by the state of the concrete. Whittington [113] has investigated the use of the low
frequency electrical characteristics of concrete as a measure of its mechanical proper-
ties. He reports a correlation between electrical resistivity and compressive strength
over a limited range of resistivity variation. Such a correlation may be of relev-
ance to surface-penetrating radar applications; however, considerable research work
upon the high frequency characteristics of concrete would be required to establish its
validity.

4.8 Laboratory measurements of dielectric materials
Dr Yi Huang
This Section provides a valuable introduction into the methods of measuring
soil samples in the laboratory.

4.8.1 Introduction

The measurement of dielectric properties of materials at radio and microwave frequen-
cies has been studied for many years. Numerous methods employing various sample
sizes and shapes have been developed for basic research and industrial and medical
applications [114—117]. At lower frequencies, a parallel plate capacitor [118] or an
impedance bridge method can be used. In both methods, the models for the sample
can be represented by a capacitor. At higher frequencies, resonant cavity, waveguide
and transmission line methods are normally employed. In the resonant cavity tech-
nique, the resonant frequency shift determines the permittivity of the sample, whereas
with waveguide and transmission line techniques, the reflection/transmission coeffi-
cients are measured for extracting the dielectric properties [116, 119]). A considerable
amount of data has been accumulated over the years.

For GPR applications, the dielectric properties (permittivity and conductivity)
are vital information for accurate estimation/prediction of the depth of the object
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in question and the radar penetration depth. Although the general dielectric infor-
mation of most materials is available, the dielectric properties of materials do
vary quite considerably from one site to another even for the same type of mat-
erial/soil; the in-situ properties of materials are therefore preferred. Unlike many
other applications, the materials associated with GPR are normally composite, and
the measurement of a small sample does not always provide meaningful and useful
information for GPR data interpretation. In practice the effective permittivity and
conductivity of bulk materials are required. Thus the laboratory measurement facili-
ties for small samples are not suitable and some special ones are needed for GPR
applications.

4.8.2 Measurement techniques

4.8.2.1 Timedomainreflectrometry (TDR): TDR hasbecome an established method
for measuring the in-situ dielectric properties of material. It is widely used to deter-
mine the volumetric water content and conductivity of media [120] for the frequency
range from a few MHz to about 1 GHz. As illustrated in Figure 4.23, the system
consists of a signal generator, a transmission line sensor and a receiver. The signal
generator transmits a pulse type signal to the open-ended sensor, which could be of
various forms (such as coaxial line, 2-rod probe, 3-rod or even 4-rod probe) and is
filled with or inserted into the material under test. The reflected signal is received
and then processed by the receiver. This method measures the travel time ¢ of the
pulse signal along the transmission line probe with a known length D. The relative
dielectric permittivity €, of the material can be estimated by

2
ct
== 4.39
&r (2 D ) ( )
where ¢ = 3 x 108 m/s. In addition, the bulk material conductivity (a measure of soil

salt content) may be obtained from the amplitude of the reflected TDR signal for the
known probe configuration. In addition to the travel time and amplitude, the signal
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Figure4.23  TDR for dielectric property measurements
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waveforms also contain information on frequency-dependent dielectric properties that
may be extracted by application of Fourier transform techniques [121] and can be used
in the estimation of the Cole—Cole parameters. The operational frequency range is
determined by the transmitted pulse signal and the probe configuration. This method
is now well developed and many fine-made commercial products are available. The
major common limitations for TDR are that:

(a) the measured values are the averaged permittivity and conductivity over the
probe, not their distribution along the probe;

(b) the method is only applicable for the material immediately below the surface,
not deep inside the medium.

4.8.2.2 Open-ended coaxial probe: As we have seen, TDR is a convenient method
for measuring in-situ dielectric properties of a material, but it is intrusive in nature
and could be a problem in some applications. In contrast, the open-end coaxial probe
combined with a vector network analyser is a nonintrusive facility for measuring
dielectric properties, as shown in Figure 4.24. Fundamental to the use of the coaxial
probe is an accurate model relating the complex reflection coefficient at the probe
aperture to the dielectric properties of the material contacting the probe. A few
approaches to modelling the probe have been developed ranging from equivalent
circuit models to variational methods. The simplicity of the lumped circuit models
provides for the fastest computation over a limited range of frequency and permit-
tivity. Variational methods give the best accuracy at the expense of computational
speed. Detailed comparison of various probe models can be found from the litera-
ture [116]. The operational frequency range is determined by the configuration of
the probe. It is assumed that, in the coaxial line only the TEM mode is excited, but
higher order modes may be created at the interface between the probe and the material
under test.

In addition to the modelling programme, a calibration process must be conducted
in order to obtain the dielectric properties of the material. The common practice
is to calibrate the system by measuring open circuit (air), short circuit (metallic
shorting block) and deionised water (¢, = 80). Good contact between the material
and probe is very important as an airgap or fluid segregation will cause erroneous
measurements.

The most well known commercial product of this type of measurement system
is the Hewlett-Packard (now Agilent) HP-85070. The system comes with a software
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Figure4.24  Open-ended coaxial probe for dielectric property measurements
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Figure4.25 A large open-end coaxial probe developed at Liverpool University

package and is suitable for the frequency range between 20 MHz and 20 GHz. How-
ever, this probe is very small, with an outer conductor radius b < 5 mm, which means
that it is not suitable for bulk material and low permittivity material measurements.
For GPR applications, a probe with larger dimensions is needed. A new probe with
an outer conductor radius » = 20.5 mm, shown in Figure 4.25, was designed and
built at the University of Liverpool, UK. The flange has a radius of 41.0 mm. The
upper frequency limit is ~1.5 GHz, which is actually material dependent. A smooth
transition was made from the 50 €2 transmission line to an N-type connector to min-
imise reflections. Time-domain measurements showed an impedance mismatch of
<3% at the transition. It has been employed to characterise various materials, such
as diesel, clay, hydrocarbon contaminated soils, wood and Teflon sheets. The results
are in good agreement with those obtained by other methods.
The main problems with this method are:

(a) difficulty in calculating the permittivity and conductivity

(b) difficulty in eliminating the airgap between the probe and the material under
test

(¢) uncertainty in measurement of low permittivity, high loss and thin-sheet
materials.

4.8.2.3 Coaxial transmission line system: For GPR applications, samples well
below the surface may be easily obtained from such as a drilling sampler on a survey
site; the above two systems cannot be used to characterise these samples. Other types
of measurement systems are therefore required.

Transmission line systems are another widely accepted facility for dielectric
material measurements, which can be divided into one-port and two-port systems.
For a two-port system, all scattering parameters S11, S22, S12 and S21 must be
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Figure4.26 A one-port coaxial TEM cell measurement system

obtained to determine the complex permittivity of materials [116, 119]. This could be
time-consuming when many samples need to be measured. In addition, the sample
must be of the right size/amount to fit into the sample holder, which is difficult in some
applications. It is not normally suitable for liquid or powder measurements. In con-
trast, a one-port transmission line system is more efficient and flexible, and only the
reflection coefficient S11 is needed for data interpretation. A one-port coaxial system
is shown in Figure 4.26, where one end of the coax is terminated by a short circuit
(instead of an open circuit as in the previous case). Both liquid and solid samples
can be placed easily into the sample holder. Unlike a two-port system, the amount of
sample required for this system is relatively flexible, which is a very useful advantage
when the system is employed to measure materials with various amounts. However,
there are some problems with this system. For example, one of the major problems
with this method is the data interpretation, especially when a transition section is
introduced (the characteristic impedance is therefore not a constant). Very little work
has been published on the data interpretation techniques of the large one-port system,
which seems to be one of the major reasons that the short-circuited one-port system
has never been as popular as the open-ended or two-port systems. Only a few small
50  uniform coaxial cells appeared on the market.

One of our research projects was to measure the dielectric permittivity of ground
materials (such as weak sandstone) at a range of moisture contents from dry to fully sat-
urated over the frequency range 100—1000 MHz. The information obtained is intended
for the GPR application, and thus the dielectric properties of a small sample are not
representative enough for this kind of bulk material. The samples are obtained from
the sub-surface using a window sampler (a common method in geophysics). The size
of the samples has a large outer diameter of 103 mm, which is determined by the size
of the drilling corer used on site. Ideally a coaxial cell with such a diameter should be
employed, and thus the work of sample preparation can be reduced to a minimum. This
is very important, since there are many samples to be measured and some samples are
fragile and easily broken. Unfortunately, no cell of such a large size is commercially
available. The only option we have is therefore to design the system ourselves. Since
the system must be linked to a network analyser to obtain the reflection coefficient
viaa 50 Q cable, a short transition section must be used to link a 50 2 connector to the
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large sample holder as indicated in Figure 4.26. Unfortunately, this transition section
will result in the difficulty of impedance matching over a wide frequency band. If
the system is not perfectly matched, the dielectric properties (such as the complex
permittivity) cannot be interpreted directly from the measurement data. In order to
minimise errors, the system is designed to have a 50 Q intrinsic impedance, the same
as the characteristic impedance of the standard coaxial line. It consists of three parts:
the connection to an N-type connector, the transition section, and the uniform sam-
ple holder. The inside of the outer conductor of the cell is 105 mm, which is just big
enough for the sandstone sample with a clearance to tolerate the geometrical variation
of the sample. To meet the 50 2 condition, the diameter of the inner conductor of the
cell is 45 mm. This means that the upper frequency limit for the cell is 1317 MHz,
which is the cutoff frequency of the first higher mode (TE10). In principle, there is no
low frequency limit for this system. The transition section, which links the connector
with the sample holder, is smoothly tapered to keep the impedance as 50 2 along the
line. The total length of the cell is 450 mm. Good conducting material (brass) is used
so as to reduce the ohmic loss.

The cell was carefully machined in our mechanical workshop and the final product
is shown in Figure 4.27, where the outer conductor of the transition section is removed,
thus permitting the sample to be inserted and removed from the cell. Although the
cell is designed as a 50 Q matched system, this is not necessarily true in reality.
To assess the performance of the cell, a time-domain measurement on the empty

Figure4.27 A large coaxial cell made at Liverpool University
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cell was conducted. The reflected signals at the discontinuities between sections are
~20dB. This means that the cell is indeed finely made and only ~1% of the input
power was reflected from these discontinuities. However, this does not mean that the
system needs no calibration. In fact, such small discontinuities can still result in huge
measurement errors. Thus, a calibration process is needed.

Normally, the calibration of a cell is performed by placing the three standard
terminations (i.e. short, open and matched load) at the calibration plane and measur-
ing the reflection and/or transmission, respectively. The calibration kit is standard
and widely available on the market. However, for our coaxial cell, the size is not
standard and hence the standard terminations cannot be used. It is possible to make
open and short terminations at the reference plane, but it was not possible for us to
make a matched load. Thus an alternative calibration method, three-point short-circuit
approach, is proposed. The calibration plane is chosen near the boundary between the
transition section and the uniform section of the sample holder. The effects of discon-
tinuities between sections can therefore be removed by calibration. The calibration is
successfully conducted by using a short termination placed at three different positions
in the sample region. This short load is made of a flat brass ring that fits snugly into
the uniform section of the coaxial cell.

Although it is relatively straightforward to measure the complex reflection coeffi-
cient using this one-port system, as mentioned earlier, the data interpretation is
actually one of the major problems with this method. An improved data interpretation
method was introduced [122]. To obtain the dielectric properties, a minimisation pro-
cess has to be performed by defining an objective function as the difference between
the measured and modelled reflection coefficients. A MATLAB programme has been
written and the computation is very robust. There is no singularity involved in the
calculation.

The system has been employed to measure such as contaminated soils [123] and
sandstones [124]. A typical measurement result of sandstone is shown in Figure 4.28.
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Figure4.28 Dielectric response of saturated Sherwood sandstone (Ki response
predicted from saturated DC resistivity assuming no relaxation losses)
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Measurements using this new one-port dielectric measurement system have shown
very good repeatability and accuracy. However, it has been realised that this simple
dielectric measurement technique has the following drawbacks:

(a) In the data process, several local minima may be obtained for the objective
function; thus a global minimisation method may be needed for automatic
interpretation.

(b) The accuracy may be reduced if the thickness of the sample is not properly
selected.

(c) The applicable frequency range is linked not just to the dielectric properties of
the sample, but also to its thickness.

4.9 Field measurements of soil properties

There are a variety of methods of measuring soil parameters, and one technique, which
is relatively straightforward to implement, is based on work by Al-Attar ef al. [125].

This method is carried out using the following procedure and with reference to
Figure 4.29.

The transmit probe can be excited by a time domain or frequency domain signal,
and the receive probe is used to measure the amplitude and phase of the signal prop-
agated through the soil at two positions which should be separated by at least 22, at
the lowest frequency of interest. The transmit probe and receive probe in position 1
should also be separated by a similar distance.

In the case of a time domain signal the received signals from positions 1 and 2
will be time domain wavelets, with the wavelet in position 2 being lower in amplitude
and delayed in time compared with the wavelet measured in position 1.

If the two distances are known, then it can be shown [125] that by taking Fourier
transforms of the windowed wavelets at positions 1 and 2 and then dividing the
transform at 1 by that at 2, the amplitude and phase propagation characteristics of the
soil can be determined noting that

F, H
ri(@ _ (w,r1) (4.40)
Fr(w) H(w,ry+r)
Hence the soil attenuation constant is given by (see Figure 4.30)
20
= —iog [A(w)n +r2] (@.41)
r r

2
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Figure4.29  Field measurements of soil characteristics
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Figure4.30  Attenuation and relative dielectric constant from a UK site with 17.5%
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Figure4.32  Cumulative variation of attenuation over a number of sites in the UK

From this method the statistical properties of UK soils as shown in Figures 4.31
and 4.32 were derived.

4.10 Summary

The most important microwave characteristics of soils are the relative dielectric con-
stant and attenuation. There is an adequate body of literature available on these
values as a function of microwave frequency. Further references can be assessed
to obtain more information. The values can be used to predict the performance of
surface-penetrating radars in typical soils with known moisture contents.

However, the actual performance of radars can vary quite considerably due to
the wide variations often encountered in local material conditions. Not only is the
range but also the resolution in depth affected by the attenuation of the material.
An approximate empirical relationship is that the achievable depth resolution lies
between 10% and 20% of the probing range.

An indication of the likely range of material properties can be seen from
Figures 4.31 and 4.32, which refer to the distribution of measurements of dielectric
constant and attenuation taken from a range of excavation sites in the UK. Note that
for a nominal soil type the dielectric constant can vary considerably. Given a particu-
lar frequency, Figure 4.32 shows the percentage of sites with measured attenuations
at selected frequencies.

Accurate measurement of depth can only be achieved by proper and frequent
calibration of the velocity of propagation. This can be obtained using a multi-channel
radar system or by secondary measurements. Generally, man-made materials prove
to be a more heterogeneous medium for radar probing, and silty or heavy clay soils
prove difficult to penetrate. Where the material is composed of mixtures containing,
for example, rubble, the radar pulses are multiply reflected, thus creating a randomly
orientated image.
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Chapter 5
Antennas

5.1 Introduction

Surface-penetrating radar presents the system designer with significant restrictions
on the types of antennas that can be used. The propagation path consists in gen-
eral of a lossy, inhomogeneous dielectric, which, in addition to being occasionally
anisotropic, exhibits a frequency dependent attenuation and hence acts as a lowpass
filter. The upper frequency of operation of the system, and hence the antenna, is
therefore limited by the properties of the material. The need to obtain a high value of
range resolution requires the antenna to exhibit ultra-wide bandwidth, and in the case
of impulsive radar systems, linear phase response. The requirement for wide band-
width and the limitations in upper frequency are mutually conflicting and hence a
design compromise is adopted whereby antennas are designed to operate over some
portion of the frequency range 10 MHz to 5 GHz depending on the resolution and
range specified. The requirement for portability for the operator means that it is nor-
mal to use electrically small antennas, which consequently results generally in a low
gain and associated broad polar radiation patterns. The classes of antennas that can
be used are therefore limited, and the following factors have to be considered in the
selection of a suitable design; large fractional bandwidth, low time sidelobes and
m the case of separate transmit and receive antennas, low crosscoupling levels. The
interaction of the reactive field of the antenna with the dielectric material and its effect
on antenna radiation pattern characteristics must also be considered.

This Chapter should provide a useful guide to a complex subject but it is not
intended to reduce the need for a designer to consult those references cited. Practically
it is found that provided an antenna is properly matched it will couple well into
a dielectric. The aspects of coupling, particularly as a function of distance from the
interface, are described in detail by the authors cited, and for those interested the
references should provide a useful source.

Recent interest in ultrawideband radar systems has coincided with the devel-
opment of additional antenna designs, which can provide suitable performance, and
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much work has been carried out on the development of antennas for ECM and ECCM
applications as well as the propagation of high energy electromagnetic pulses. A useful
reference to the general case of ‘ Antennas in matter’ is given by King and Smith [1].

Further considerations in the selection of a suitable type of antenna are the type of
target and the type of radar system. Where the target is, for example, a planar surface
then linear polarisation is the obvious choice for the system designer. Where, however,
the target is a buried pipe or cable then the backscattered field exhibits a polarisation
characteristic, which is independent of the state of polarisation of the incident field.
For linear targets it is possible to use orthogonally disposed transmit and receive
antennas as a means of preferential detection. Essentially the received signal varies
sinusoidally with angle between the antenna pair and the target. As it is inconvenient
to physically rotate the antenna it is also possible to electronically switch (commutate)
the transmit/receive signals to a set of multiple co-located antenna pairs. A further
step along this overall strategy is to employ circular polarisation, which is essentially
a means of automatically rotating the polarisation vector in space. However, circular
polarisation inherently requires an extended time response of the radiated field, and
in consequence either hardware or software deconvolution of the received signal is
needed.

It has been found that very large diameter pipes exhibit depolarising effects, not
from the crown of the pipe but from the edges. The choice of polarisation dependent
schemes should thus be considered very carefully as it may not be possible to cover
all possible sizes of targets with one antenna/polarisation scheme.

Where the radar system is a time domain system that applies an impulse to the
antenna, the requirement for linear phase response means that only a limited number
of types of antenna can be used unless the receiver uses a matched filter to deconvolve
the effect of the frequency dependent radiation characteristics of the antenna. Where
the radar system is frequency modulated or synthesised, the requirement for linear
phase response from the antenna can be relaxed and log periodic horn or spiral anten-
nas can be used as their complex frequency response can be corrected if necessary
by system calibration.

Although a full analysis should consider the case of an impulse and consequently
a full range of frequencies, it is instructive to examine the case of a single frequency
as this provides an understanding as to the resultant radiation patterns of an antenna
situated over a half-space.

The general situation of an antenna adjacent to a lossy half-space or indeed fully
immersed into lossy materials has been considered by a number of workers. In this
case of an electrically small linear antenna as shown in Figure 5.1 with a uniform
current distribution, the electric and magnetic field components in free space are
given by:

Ioh _o (jk 1Y .
Hy = oo (T ; r—z) sin® (5.1)

Iph _ ., (2 2
E, = - ik (—’27 + — 2) cos @ (5.2)
4 r Jjwer
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Figure5.1  Electrically small antenna
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In the reactive field of the antenna when r is small the most important term is
Hg, which varies as 1/ r2, and in E, and E4 those terms which vary as 1/ r3. At large
distances from the source the terms of E and H which are most significant are those
varying as 1/r. In the case of a half-wave dipole the far field intensity is

601, [ oS (g cos 9)
p

54
sin @ (5-4)

The typical radiation pattern is shown in Figure 5.2.

In the case of an aperture antenna, as might be used in an FMCW or stepped
frequency radar, the field at a point P(x, y, z) some distance from the aperture is given
by the scalar field F(P) which is known as the Fresnel-Kirchhoff scalar diffraction
field.

It is derived by integrating over the aperture area all elements do and dg,
comprising the radiating structure.

e—jkr

1
FP) = o / G(a, B)

T

((jk + %) cos(n,r) + jk cos(n,s)) dadp
(5.5)

r
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Figure5.2  Radiation pattern of an electrically small antenna

where G(w, B) is the illumination of the field across the aperture, k = 2w /A, n,r is
the angle between the normal to the aperture and the r direction, and n, s is the angle
between the normal to the aperture and the phase illumination across the aperture.

The expression for F(P) is traditionally separated into three regions depending on
the assumptions made to solve the problem.

The first region is defined as the reactive near field and exists close to the aperture.
It is generally considered that the above integral formulation is not rigorous as the
boundary conditions are undefined.

The Fresnel region is considered to extend from the reactive near field and takes
in a radiating near field region which extends to 2D?/A, where D is the aperture’s
maximum dimension.

Skolnik [2] details a number of approximations which enable the scalar field in
the Fresnel region to be defined as

_ (1 +cosg) e7ike (x —a)? + (y - p)?
B L e

(5.6)

However, these approximations restrict the Fresnel approximations to fields > 8A
from the antenna aperture.
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Table 5.1  Power density patterns in air and dielectric

Plane Power

S(0y) radiation pattern in air  S(6,) radiation pattern in dielectric

cosf, 2 ncosby 2
H ay —— an| ————
cos 6y + ncosty cos 6, + ncosty
2 2
£ cos 8, cos by o 1 cos B, cos by
af 427 AP 7ahrd
ncosb, + cosby ncosfy + cosby

Therefore any calculations relating to antenna radiation should consider the
reactive near field and close-in Fresnel region as being the most likely zones of
operation.

It is important to appreciate the effect of the material in close proximity to the
antenna. In general this material, which in most cases will be soil or rocks, or indeed
ice, can be regarded as a lossy dielectric and by its consequent loading effect can play
a significant role in determining the low frequency performance of the antenna and
hence surface-penetrating radar. The behaviour of the antenna is intimately linked
with the material and, in the case of borehole radars, the antenna actually radiates
within a lossy dielectric, whereas in the case of the surface-penetrating radar working
above the surface the antenna will radiate from air into a very small section of air and
then into a lossy half-space formed by the material. The behaviour of antennas both
within lossy dielectrics and over lossy dielectrics has been investigated by Junkin and
Anderson [3], Brewitt-Taylor et al. [4], Burke et al. [5] and Rutledge and Muha [6],
and is well reported. The propagation of electromagnetic pulses in a homogeneous
conducting earth has been modelled by Wait [7], and King and Nu [8], and the
dispersion of rectangular source pulses suggests that the time domain characteristics
of the received pulse could be used as an indication of distance.

The interaction between the antenna and the lossy dielectric half-space is also
significant as this may cause modification of the antenna radiation characteristics
both spatially and temporally and should also be taken into account in the system
design. In the case of an antenna placed on an interface, the two most important
factors are the current distribution and the radiation pattern. At the interface, currents
on the antenna propagate at a velocity which is intermediate between that in free
space and that in the dielectric. In general the velocity is retarded by /(g, + 1)/2.

The net result is that evanescent waves are excited in air whereas in the dielectric
the energy is concentrated and preferentially induced by a factor of n3:1.

The respective calculated far field power density patterns, in both air and dielec-
tric, are given by Rutledge and Muha [6], and these are plotted for relative dielectric
constants of 4, 6, 8 and 10 in Figures 5.3 and 5.4 (see also Table 5.1 and the Mathcad
worksheet C5, antenna over dielectric).
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Figure5.3  E-plane plot of far-field power density of a current element radiating
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Figure 5.4 H-plane plot of far-field power density of a current element radiating
into a dielectric

The above expressions assume that the current source contacts the dielectric
whereas a more general condition is when the antenna is just above the dielectric.
The sidelobes in the pattern are a direct result of reactive field coupling. A significant
practical problem for many applications is the need to maintain sufficient spacing
to avoid mechanical damage to the antenna. It can therefore be appreciated that the
effect of changes in distance between the antenna and half-space cause significant
variation in the resultant radiation patterns in the dielectric.
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Where the source interface space is increased, the antenna field patterns are
modified by a reduction in the effect of the reactive field.

This situation was considered by Junkin and Anderson [3], and the radiation
characteristics of the antenna can be considered by examining two conditions; the first
is where a line source is placed above and radiates into a half-space (Figure 5.5), and
the other case where a line source is placed within and radiates out of a half-space [3].
In the case of a source above a half-space where the source—interface spacing is very
small, the reactive fields are capable of inducing currents in the half-space dielectric,
which subsequently become propagating waves. The situation of the waves reflected
from a target can be considered from the point of view of a line source embedded in
the dielectric half-space. This radiated field in free space is shown in Figure 5.6 [3]
and it can be seen that surface waves play a significant role.
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The overall configuration is further complicated by the use of separate transmit
and receive antennas which causes a convolution of the separate radiation patterns to
form a composite pattern.

The use of separate transmit and receive antennas is dictated by the difficulty
associated with operation with a single antenna which would require an ultra-fast
transmit-receive switch. As it is not yet possible to obtain commercially available
ultra-fast transmit—receive switches to operate in the sub-nanosecond region with
sufficiently low levels of isolation between either transmit and receive ports or break-
through from the control signals, most surface-penetrating radar systems use separate
antennas for transmission and reception in order to protect the receiver from the high
level of transmitted signal. Therefore the crosscoupling level between the transmit and
receive antenna is a critical parameter in the design of antennas for surface-penetrating
radar and satisfactory levels are usually achieved by empirical design methods. Typi-
cally a parallel dipole arrangement achieves a mean isolation in the region of —50 dB,
whereas a crossed dipole arrangement can reduce levels of crosscoupling to —60 dB
to —70dB. For the crossed dipole arrangement such levels are highly dependent
on the standard of mechanical construction, and a high degree of orthogonality is
necessary.

The crossed dipole is sensitive to variations in antenna to surface spacing and it
is important to maintain the plane of the antenna parallel with the plane of material
surface to avoid degrading the isolation.

In the following Sections we consider the various types of antenna that can be
used with surface-penetrating radar. The two general types of antenna that are use-
ful to the designer of surface-penetrating radar fall into two groups: dispersive and
nondispersive antennas.

Examples of dispersive antennas that have been used in surface-penetrating radar
are the exponential spiral, the Archimedean spiral, the logarithmic planar antenna, the
Vivaldi antenna and the exponential horn. Examples of nondispersive antennas are the
TEM horn, the bicone, the bow-tie, the resistive, lumped element loaded antenna or
the resistive, continuously loaded antenna. A typical antenna used in an impulse radar
system would be required to operate over a frequency range of a minimum of an octave
and ideally at least a decade, for example, 100 MHz—1 GHz. The input voltage driving
function to the terminals of the antenna in an impulse radar is typically a Gaussian
pulse and this requires the impulse response of the antenna to be extremely short. The
main reason for requiring the impulse response to be short is that it is important that
the antenna does not distort the input function and generate time sidelobes. These time
sidelobes would obscure targets that are close in range to the target of interest; in other
words, the resolution of the radar can become degraded if the impulse response of the
antenna is significantly extended. All of the antennas used to date have a limited low
frequency performance unless compensated and hence act as highpass filters; thus
the current input to the antenna terminals is radiated as a differentiated version of the
input function.

In general it is reasonable to consider that the far field radiated electric field is
proportional to the derivative of the antenna current.
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Figure5.7  Time domain and frequency domain response of an antenna when driven
by an impulse
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It has been shown that for a physically realisable causal pulse both the initial
value of the antenna current and the initial value of the first derivative of the antenna
current must be zero.

If we assume that

2

i(t) = 1(7) e 2T (5.7
then

e(t) = kdid(t’—) (5.8)

The current waveform and the radiated electric field are shown in Figure 5.7.

The following Sections of this Chapter will consider the various classes of anten-
nas that can be successfully used. While these classes can be sub-divided into
the classes of dispersive and nondispersive antennas, there are actually significant
differences in design and in operation of different types within these broad cate-
gories. Therefore this Chapter considers element antennas, travelling wave antennas,
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frequency independent antennas, aperture antennas and array antennas separately.
It is useful, however, to consider the general requirements of the overall class of
antennas, which can broadly be considered as being frequency independent. There
are a number of requirements for frequency independent operation and these are as
follows:

(i) excitation of the antenna from the region of the antenna from which high

frequencies are radiated

(i) a transmission region formed by the inactive part of the antenna between the
feed point and the active region. This zone should produce negligible far field
radiation

(iii) an active region from which the antenna radiates strongly because of an
appropriate combination of current magnitude and phases

(iv) aninactive region created by means of reflection or absorption beyond the active
region. It is essential that there is a rapid decay of currents beyond the
active region. Efficient antennas achieve this by means of radiation in the
active region, whereas the less efficient use resistive loading techniques
to achieve this characteristic

(v) ageometry defined entirely by angles, i.e. the biconical dipole, conical spiral,
planar spiral, are all defined by angle. These antennas maintain their perfor-
mance over a frequency range defined by the limiting dimensions. Provided
that in these cases, an extended impulse response is acceptable, these antennas
provide a performance that can be useful.

5.2 Element antennas

Element antennas such as monopoles, dipoles, conical antennas and bow-tie antennas
have been widely used for surface-penetrating radar applications.

Generally they are characterised by linear polarisation, low directivity and rela-
tively limited bandwidth, unless either end loading or distributed loading techniques
are employed, in which case bandwidth is increased at the expense of radiation effi-
ciency. Various arrangements of the element antenna have been used such as the
parallel dipole and the crossed dipole, which is an arrangement that provides high
isolation and detection of the crosspolar signal from linear reflectors.

It is useful to consider those characteristics of a simple normally conductive dipole
antenna which affect the radiation response to an impulse applied to the antenna feed
terminals.

As shown in Figure 5.8, two current and charge impulses will travel along the
antenna elements until they reach each end. At the end of the antenna the charge
impulse increases while the current collapses. The charge at the end of the antenna
gives rise to a reflected wave carried by a current travelling back to the antenna
feed terminals. This process continues for a length of time defined by the ohmic
losses within the antenna elements. As far as the radiation field is concerned the
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Figure 5.8  Current and charge distribution on a conducting dipole antenna due to
an applied impulse

relevant parameters, electric field strength, displacement current and energy flow can
be derived from consideration of Maxwell’s equation.
The electric field component E is given by Kappen and Monich [9] as

1 Lrdl aq)1
E,=— -—— 4 —t-d7 5.9
‘ 47‘80/11 {cdt+az’}r z (59)

and must equal zero at the surface of the antenna. This condition can only be satisfied
at certain points along the element and implies that for a lossless antenna there is no
radiation of energy from the impulse along the element. The radiated field is therefore
caused by discontinuities, that is the feed point and end point are the prime sources
of radiation. As would be expected, the time sequence of the radiated field can be
visualised by the electric field lines as shown in Figure 5.9.

As it is required to radiate only a single impulse, it is important to eliminate
either the reflection discontinuities from the far end of the antenna by end loading or
reduce the amplitude of the charge and current reaching the far end. The latter can be
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Figure5.9 Radiated field pattern from a conducting dipole element due to an
applied impulse

achieved either by resistively coating the antenna or by constructing the antenna from
a material such as Nichrome, which has a defined loss per unit area. In this case the
antenna radiates in a completely different way as the applied charge becomes spread
over the entire element length and hence the centres of radiation are distributed along
the length of the antenna.

In essence, the electric field E, must now satisfy the condition

1d Bq} i = R

I
5.10
47[8() I {cdt 0z’ (5-10)

which implies that some dispersion takes place.

The electric field lines for the lossy element are now different from the lossless
case and are shown in Figure 5.10. Further analysis of the radiation characteristics
of a resistively coated dipole antenna is given by Randa ef al. [10] and Esselle and
Stuchly [11].

The parameters of the antenna such as input resistance, resistivity profile, etc.
have all been extensively treated in a classic paper by Wu and King [12]. Lumped
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Figure 5,10  Radiated field pattern from a resistively loaded dipole element due to
an applied impulse

element resistors can be placed at a distance A/4 from the end of the antenna [13]
and a travelling wave distribution of current can be produced by suitable values
of resistance. The distribution of current varied almost exponentially with distance
along the element. Instead of lumped element resistors a continuously distributed
constant internal impedance per unit length can be used. The parameters of a centre
fed cylindrical antenna can be characterised by a distribution of current equivalent to
a travelling wave.

The cylindrical antenna with resistive loading has been shown by Wu and
King [12] to have the following properties. The far field pattern of the antenna
comprised both real and imaginary components, i.e.

Fp=,F2+ F? (5.11)

where for a quarter-wave antenna:

1+ cos?6 — 2cos b (g cos 9)

(—g) sin®

F, =

(5.12)
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F=—2 2 (5.13)
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The efficiency of the antenna is given as

— Pr
T P+ P,

n (5.14)

where P, is radiated power and P, is absorbed power.

For a resistively loaded antenna of the Wu-King type the efficiency is ~10% but
rises to a maximum of 40% for antenna lengths of 40.

The resistivity taper profile for a cylindrical monopole has the form given by
Rao [14],

Ro

R == m

(5.15)

where Ry is the resistivity at the drive point of the element, H is the element length
and z is the distance along the antenna.

A graph of resistivity versus length for a 200 mm element is shown in Figure 5.11.
The overall efficiency of this type of antenna can be improved by reducing the value
of Ry and an increase of from 12% to 28% by reduction of Ry to 0.3 Ry was shown
by Rao. Typical graphs of return loss and crosscoupling are shown in Figures 5.12
and 5.13. The typical time domain response of a continuously resistively loaded dipole
is shown in Figure 5.14.
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Figure5.11  Resistivity profile of a 200 mm element
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Figure5.14  Free space impulse response of a nonresonant target using resistively
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Further improvement in bandwidth can be gained by matching the antenna with
a compensation network, and a field probe has been developed, with a bandwidth of
20 MHz to 10 GHz, by Esselle and Stuchly [11]. Obviously the use of a compensa-
tion network further reduces efficiency, but with a high impedance receiver probe,
a frequency range of 10 MHz to 5 GHz can be achieved.

Resistively loaded dipoles have been used as electric field probes for EMC mea-
surement applications, and although the frequencies of operation are well in excess of
that used for surface-penetrating radar applications, it is useful to consider the general
approach adopted by Maloney and Smith [15].

Antennas have been developed by Kanda, initially using 8 mm dipoles, to measure
frequencies up to 18 GHz, and subsequently 4 mm dipoles were used by Kanda (Randa
et al. [10]) to measure over the frequency range 1 MHz to 40 GHz with an error of
+4 dB. The transfer function of this antenna is in the order of —50 dB, which illustrates
the penalty which is paid for ultra-wideband width operation.

A design which offers improved efficiency over the continuously loaded resistive
antenna is based on a pair of segmented blade antennas arranged in a butterfly con-
figuration and fed in phase. Each blade consists of a series of concentric conducting
rings connected together by chip resistors. Radial cuts are used to reduce transverse
currents. The efficiency of this class of antenna is higher than the continuously loaded
dipole without serious degradation of the time domain response.

The triangular bow-tie antenna has been widely used in commercial surface-
penetrating radar systems. A triangular bow-tie dipole of 35 cm length with a 60°
flare angle can provide useful performance over an octave bandwidth of 0.5 GHz to
1 GHz with a return loss of better than 10 dB, as shown by Brown and Woodward
[16]. Evidently without some form of end loading such an antenna would not be
immediately suitable for use with impulse radar systems and the triangular antenna
normally uses end loading to reduce the ringing that would normally occur in an
unloaded triangular plate antenna. The technique can also be used with a folded
dipole and the use of terminating loads results in a transient response equivalent to
one and a half cycles [17].

An alternative approach to antenna design is based on electric dipole radiation
from a Hertzian magnetic dipole as developed by Harmuth [18], and Harmuth and
Ding-Rong [19, 20], provided that the radiation components from current flowing in
one direction can be isolated. The advantage of using the Hertzian magnetic dipole
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lies in removing the need, as in the case of the electric dipole, to produce large
currents and charges which do not contribute significantly to the far field radiation
field.

In practice the generator must be shielded and absorbing ferrite is used to reduce
currents flowing on the shield. The main advantage of the Hertzian magnetic dipole
is the ability to produce very short pulses from electrically small antennas.

5.3 Travelling wave antennas

In this Section we shall consider the use of antennas capable of supporting a forward
travelling TEM wave. In general, such antennas consist of a pair of conductors either
flat, cylindrical or conical in cross-section, forming a V structure in which radiation
propagates along the axis of the V structure as shown in Figure 5.15. Although resistive
termination is used, this type of antenna has a directivity in the order of 10-15dB,
hence useful gain can still be obtained even with a terminating loss in the order of
3dB to 5dB. The travelling wave current on one of the cylindrical elements of a V
antenna is given by lizuka [21] and is also discussed by King [22],

I = Le /P (5.16)

Hence the azimuthal radiation field E is given by

; —jpr gl )
E= ja);:e / Ioe—jﬁz(l—COSQ) sin 8 dz (517)
b 0

where R is the loading resistance, / is the length of the element, 7 is the distance from
radiating source and 6 is the angle in the H -plane.
This simplifies to

1 —exp(—jBUo — 11)(1 — cos b)) .

Er©) = 1 —cos@

né (5.18)

resistive
loading

2>

balanced feed

Figure5.15 Travelling wave TEM antenna
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However, a standing wave also exists caused by the resistive termination at the end
of the antenna, and the contribution from this is given by

Es(6) = jeXp(—jﬂ(ioin—ell)(cose)) [cos (g cos 9)

+j (sin (g cos@) - 0059)] (5.19)
The resultant field from one element can be derived from the sum of the contribution
E'(8) = ET(9) + Es(6) (5.20)

and hence the field from both elements is
E=Ey@®)+EL®) 5.21)

where U denotes the upper element and L denotes the lower element.

The antenna will in fact radiate an impulse which is extended in time as a conse-
quence of the geometry of the antenna. The pulse distortion on boresight is given by
Theodorou et al. [23],

t= %(1 —cosa) (5.22)

where « is the half-angle between the elements, L is the element length and v is the
phase velocity of waves along the antenna.

Evidently a small flare angle and short element length help in reducing pulse
extension.

The electric field on boresight is related to the time derivative of input current
and is given by

E— —poLsina 311 (t —r/u)
- 2nr at

(5.23)

The impedance of the antenna should vary in such a way that the derivative of
impedance at the feed and end parts is a minimum and along the antenna is low.
Typically the characteristic impedance is given as a function of distance x as

Zy(x) = Zy exp(—K; cos Kox) (5.24)
Hence
dz
(;’(x) 50 forKax=0vm (5.25)
X

Usually the feed impedance is of the order of 50 €2 and the end impedance is desired to
be equal to that of free space (377 2). However, there is usually a difference between
the transmission line wave impedance characteristic and that of waves in free space,
and a design to meet given criteria in terms of return loss must take this effect into
account.

Graphs of both typical antenna impedance and rate of change of impedance as
a function of length are shown in Figures 5.16 and 5.17.
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Using this characteristic a typical antenna-antenna time domain response is shown

in Figure 5.18.

Improved directivity can be obtained using a V-conical antenna as shown by Shen
et al. [24]. This is formed by a pair of triangular metal plates bent around a cone. The
antenna is characterised by two angles, the flare half-angle and the azimuthal angle 9.
Further developments of the TEM horn design from the original design first described
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Figure5.18 Time domain response of a pair of travelling wave antennas used in
a face-to-face configuration

by Wohlers [25] are to be found in papers by Daniels [26], Evans and Kong [27],
Reader et al. [28] and Foster and Tun [29].

A further development of the TEM horn is given by Martel et al. [30].

The antenna is composed of a set of spread ‘fingers’ forming the shape of a horn
as shown in Figures 5.19 and 5.20. Each finger is a wire with a diameter of 1 mm and
is resistively loaded at different locations along the length of the antenna. The feed
component for the antenna is comprised of a 50 Q2 coax, feeding a tapered parallel
plate waveguide with a width of 30 mm and a height of 7 mm. A taper along the width
of the top paraliel plate is used as a transition to transform a 50 2 unbalanced line
into a 50 2 balanced line.

Optimisation was undertaken on the geometry of the antenna, and the values and
positions of the loaded resistances. The fixed parameters were the dimensions at the
antenna feed point and the length of the antenna, which for practical purposes was
set to 35 cm. The height and width of the horn aperture were the variable parameters
of the geometry.

An investigation on the number of resistances was also undertaken. While the
efficiency is not a critical issue, a compromise had to be found between the efficiency
and the broadband response of the antenna. The usage of many resistances leads to
a lower reflection coefficient but degrades the efficiency considerably. Reducing the
number of resistances makes the antenna efficient but causes multiple reflections.
After investigating the effect of the number of resistors on the performance of the
antenna, the best compromise was to design the antenna with five resistors. The
antenna has therefore been optimised with five resistors along the arms of the TEM
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30mm

7 mmy H

Figure5.19  Antenna and feed geometry of loaded TEM horn

Figure5.20  Photograph of loaded TEM horn

horn in order to achieve a satisfactory VSWR over the frequency range [100,1400]
MHz. The method of moments (MoM) was used in the optimisation process. Within
this framework the resistors were modelled as lumped loads.

An optimised geometry was determined with the following dimensions: W =
30cm, H = 10 cm and L = 35 cm, where W is the aperture width of the horn, H is
the aperture height of the horn and L is the length of the antenna.

Figure 5.21 shows the predicted VSWR in the frequency band [0,1400] MHz
for the optimum design. The method using cascaded segments of strips agreed well
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Figure5.21 VSWR of loaded TEM horn antenna

with the MoM. The VSWR was better than 2: 1 for frequencies between 400 and
1400 MHz. The best performance was achieved at 700 MHz.

The predicted time domain pulse of the optimum design is shown in Figure 5.22.
The shape of the time domain antenna response is similar to a second derivative
Gaussian signal. It can be seen that most of the internal reflections have been
suppressed. The rate of decrease for the unwanted ringing is better than 9 dB/ns.

5.4 Impulse radiating antennas

Impulse radiating antennas (IRAs) are a class of focused aperture ultrawideband
antennas designed to radiate extremely short electromagnetic pulses when fed by a
fast rise time step waveform. Impulse radiating antennas (IRAs) have found applica-
tions such as foliage penetration, hostile target identification, buried object detection
and broadband jamming. A typical IRA antenna is a reflector antenna fed by a pair
of conical transmission lines connected in parallel at the focal point. A large (several
metres) diameter reflector antenna is suitable for generating an impulsive radiated
field amplitude of between 4 and SkVm~! with a pulse duration of ~200ps at

a range of ~300 m. The spectrum of the radiated field extends from about 50 MHz to
several GHz.
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IRAs are composed of a conical, nondispersive, TEM feed structure that is fed at
the focal point of a reflector, although sometimes a lens may be used (see Figure 5.23).
The radiated waveform is the time derivative of that applied to the feed because of
diffraction effects. The reflector changes the TEM mode wave on the feed line into a
plane wave and the gain of the antenna results in a very narrow beam of a degree or less.
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Much work has been carried out on the fundamental design of this type of antenna
by Baum [31], Baum and Farr {32], Farr and co-workers [33-38], Buchenauer et al.
[39] and Tyo et al. [40, 41]. For an IRA to radiate well collimated impulses, the
feed point must be at the true focal point of either the reflector or the lens. Practical
limitations result in defocusing, which has the adverse effect of distorting the radiated
impulse and reducing the gain of the antenna. In addition to its use as a single element
antenna, the IRA can be used in arrays. Tyo et al. [40] describe the development of
a number of impulse radiating antennas (IRAs) for use in various ultra-wideband
(UWB) and UWB high-power microwave (HPM) applications. Many of these anten-
nas are designed to behave as differentiating antennas excited by a fast-rising step
waveform, thereby resulting in a large-amplitude, narrow pulse in the far field. To
mitigate some of the limitations of reflector IRAs and lens IRAs, a new class of
IR As — the array IRA — has been proposed and examined in a number of studies. The
principal benefit that is realisable with an array IRA is the potential for electronic
beam steering. Secondly, array IRAs will allow for far-field power combination from
solid-state sources that are currently under development. In addition to these primary
benefits, array IRAs provide a reduction in volume and the related mass of the anten-
nas. It is important to note, however, that these benefits come at the cost of the added
complexity associated with the precise timing of the array elements that is necessary
for beam forming and far-field power combination. Further information on antenna
design can be found at http://www.farr-research.com/, and an example of an IRA
design is shown in Figure 5.24.

Figure5.24  Impulse radiating antenna (Courtesy Farr Research Inc.)
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5.5 Frequency independent antennas

This class of antennas has a geometry entirely defined by angles and exhibits a per-
formance over a range of frequencies set by the overall dimensions of the structure.
Typical examples are the biconical dipole, equiangular spiral and conical spiral. Log
periodic structures can also provide broadband performance but are not completely
defined in terms of angles [42].

Various developments of the spiral antenna or conical spiral antenna have been
carried out by Miller and Landt [43], Pastol ef al. [44], Dyson [45], Morgan [46],
Kooy [47], Deschamps [48], Bawer and Wolfe [49] and Goldstone [50].

The impulse response of this class of antennas is extended and generally results
in a ‘chirp’ waveform if the input is an impulse. The main reason for this is that the
high frequencies are radiated in time before the low frequencies as a result of the
time taken for the currents to travel through the antenna structure and reach a zone in
which radiation can take place.

The geometry of the equiangular spiral is defined by

o = ke’ (5.26)

as shown in Figure 5.25.

The two arm equiangular planar spiral can provide acceptable radiation patterns,
which can be obtained with spirals of as little as 1.25 to 1.5 turns.

For a planar equiangular spiral the radiation pattern is bi-directional with equal
lobes both front and back of the plane of the antenna. Uni-directional radiation can
be achieved by backing the spiral with absorptive material on one side.

The near fields along the arms decay rapidly by as much as 20 dB per wave-
length, and this reduction is a constant function of the ratio of the electrical length
of the arm. Effectively the active arm length is a constant as frequency is increased,
hence the effective aperture of the antenna increases with frequency. This character-
istic of the equiangular spiral can also be viewed as a nonstationary phase centre,

@

Figure5.25 Equiangular spiral antenna
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Figure5.26  Photograph of multi-arm spiral antenna

which consequently causes dispersion of any impulsive signal applied to the feed
terminals.

It is evident that at wavelengths which are of the same order as the length of the
arms the polarisation of the radiated field is linear, and as the frequency is gradually
increased becomes elliptical and then circular.

A photograph of a multi-arm equiangular spiral is shown in Figure 5.26. In this
realisation eight separate arms are used to form a transmit pair arranged orthogonally
to areceive pair and interleaved with screening arms to improve the isolation between
the transmit and receive arms. Loading resistors were used to reduce late time currents.
The radiation pattern of this antenna at 500 MHz is shown in Figure 5.27 and the
on-axis axial ratio is shown in Figure 5.28.

In general the upper frequency of operation is defined by the accuracy of con-
struction at the feed point or, in the case where the antenna is fed by a balun, the
characteristics of the balun.

Where such antennas are excited by an impulsive input waveform the far field
radiated waveform exhibits significant dispersion. The effect of dispersion can be cor-
rected by deconvolution of the antenna response. A typical time domain characteristic
of the equiangular spiral is shown in Figure 5.29.

The short pulse radiation characteristics of a conical spiral depend on the type of
input waveform, which must be carefully selected to restrict the amount of very low
frequency energy [50]. If, for example, a Gaussian impulse is applied then energy
at very low frequencies becomes trapped in the antenna, which then functions as a
resonant structure and radiates an extended far field waveform. Generally the antenna
must be properly loaded to reduce radiation from such resonant currents.
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Figure5.27  Radiation pattern of a single arm of a multi-arm spiral at 900 MHz

The main potential advantage of the planar equiangular spiral is the radiation of
circular polarisation. Where the target, such as a pipe or cable, displays significant
polarisation attributes, circular polarisation can be a means of preferential detection.

The Vivaldi antenna [51] also falls into the class of a periodic continuously
scaled antenna structure and within the limiting size of the structure has unlimited
instantaneous frequency bandwidth. It provides end fire radiation and linear polari-
sation and can be designed to provide a constant gain-frequency performance. The
Vivaldi antenna consists of a diverging slot-form guiding conductor pair as shown in
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Figure5.29  Time domain response of an equiangular spiral antenna

Figure 5.30. The curve of one of the guiding structures follows the equation
z= At (5.27)

Radiation is produced by a nonresonant travelling wave mechanism by waves travel-
ling down a curved path along the antenna. Where the conductor separation is smail,
the travelling wave energy is closely coupled to the conductor but becomes less so
as the conductor separation increases. The Vivaldi antenna provides gain when the



Antennas 159

screened balun
feed

Figure5.30  Vivaldi antenna

Figure5.31 Calculated radiation patterns of elemental Vivaldi antenna (courtesy
ERA Technology)

phase velocity of the travelling wave on the conductors is equal to or greater than that
in the surrounding medium. Typical radiation patterns for an elemental Vivaldi are
shown in Figure 5.31.

The lower cutoff frequency is defined by the dimensions of the conductor sepa-
ration, being a half wavelength, and the gain s proportional to overall length. The
impulse response of the antenna is extended due to the nonstationary phase centre but
can, of course, be corrected by the use of a matched filter. Note that the sidelobe and
backlobe radiation is significant unless suitable absorbers and screening are used.

5.6 Horn antennas

Horn antennas have found most use with FMCW surface-penetrating radars where
the generally higher frequency of operation and relaxation of the requirement for
linear phase response permit the consideration of this class of antenna. Exponentially
flared TEM horns with dielectric loading have been developed to operate over decade
bandwidths [52].The design of horn antennas is well covered in the literature, but of
particular interest is the short axial length double-ridged horn as shown in Figure 5.32.
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Figure 5.33  E-plane radiation pattern of a short axial length horn at 200 MHz (after
Kerr [52])

This design can provide useful gain over a decade bandwidth using a logarithmic
characteristic curve for the ridges. Typically the short axial length horn provides a
VSWR of better than 2: 1 and a gain of 10 dB over a frequency band of 0.2 GHz
to 2GHz for an axial length of 0.76 m. Typical radiation patterns are shown in
Figures 5.33 and 5.34.
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Figure5.34  H-plane radiation pattern of a short axial length horn at 200 MHz (after
Kerr [52])
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Figure5.35  Time domain response of an exponential horn antenna (Daniels [53])

The concept of the ridged horn design can be adapted to form a quad-ridged horn
operating from 0.3 to 1.9 GHz. A return loss of better than 10 dB and a crosscoupling
level of better than 35 dB can be obtained. The quad-ridged horn can be used to extract
information on the polarisation state of the reflected signal.
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Figure5.36  Arrangement of an offset-fed paraboloid reflector

An FMCW radar has been developed using an offset paraboloid fed by a ridged
horn [54] (see Figure 5.35). The arrangement was designed to focus the radiation into
the ground at a slant angle to reduce the level of the reflection from the ground. Care
needs to be taken in such arrangements to minimise the effect of back and side lobes
from the feed antenna, which can easily generate reflection from the ground surface.

Although horn antennas have been used mostly with FMCW systems, it is possible
to radiate pulses, and the impulse response of a typical exponential horn antenna is
shown in Figure 5.36.

Note that pulse shape is distorted by the limited low frequency performance due
to the physical size of the antenna. In addition the exponential flare causes dispersion
of the transmitted pulse.

The main advantage of the ridged horn is high aperture efficiency, although at
high frequencies where the aperture is many wavelengths wide large phase errors will
be present across the aperture unless the horn is long. The basic ridged horn design
provides a characteristic impedance in the TE10 mode, which is given by

l
7= ZoeH for0<x < 5 (5.28)
where Zj is the characteristic impedance of the waveguide and k is the average of

the start and end point impedances.
Experimentally, Walton and Sundberg [55] found that the width of the ridge should

be increased in the flared section to avoid the excessive phase errors and the resulting
loss of gain which occurs when the ridge is near the aperture.
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Figure5.37 Composite horn antenna (after Lai)

It is normal to use a phase correcting lens, as typically the phase error is a quadratic
function of the maximum aperture dimensions. Either a doubly plano-convex lens
fed on the convex side can be used or a composite lens (one for each plane) can be
employed.

Very often the horn antenna is used to feed an offset-fed parabolic reflector. In
the case of time domain systems the reflector will introduce transient delays, and the
transient time of a paraboloidal reflector, as shown in Figure 5.35, is given by Sun
and Rusch [54]:

I, = %{D sin 8 cos(pg — @m) + 2d sin Oppax cos(Pg — Pm)} (5.29)

where the parameters are defined in Figure 5.36.

Lai obtained improvements in the performance of the ridged horn by the use of a
combination of Vivaldi exponential slot line fed folded bow-tie and rolled termination
(see Bibliography for Lai and Sinopoli, 1992) as shown in Figure 5.37.

The rolled termination (which is also loaded with absorber) is used to minimise
edge diffraction, and well controlled radiation patterns can be produced over several
octaves for a 70 cm 30° flare and plate angle antenna. Crosspolar levels are typically
20 dB below copolarised signal levels, and a VSWR of better than 2 : 1 over at least
3 octaves can be achieved.
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5.7 Array antennas

Arrays of antennas are an obvious method of increasing the rate of survey of areas
of the ground and have been designed and built for road survey and mine detection.
Some examples of antenna configurations are given below. There are two approaches
to array design. The first is simply to take a number of single channel radars, slave them
with a master logger and arrange for the data to be appropriately logged. The other
approach is to design the system as an integral array design and exploit the increased
capability offered by combining multiple looks and SAR processing. Consideration as
to whether the antenna/system should be downward look or forward look is important.
Anumber of antenna array designs are discussed in the chapter on mines. With all array
systems, it is important that the surface clutter is properly removed. Close coupling
of the antenna to the ground surface is one method. An alternative relies on coherent
subtraction but this often means that the ground topography must be relatively smooth.
Where removal of the surface clutter is not easy then antennas operating off-normal
incidence can be used. However, this in turn brings other problems and antenna near-
field effects must be accounted for, and the effect of grazing angle can be a limitation
as it limits the potential for full 3D imaging because of the refractive index of the
ground compressing the beam within the soil.

All array systems are geared to generating an image of the buried targets, and for
that accurate positioning of the array elements is crucial. This can be achieved with
differential GPS (DGPS) systems coupled with inertial navigation systems (INS).

An example of the first approach to array design is that taken by the CART
Imaging System (‘CART’ stands for ‘computer assisted radar tomography’) from
Witten Technologies, Inc.; see www.wittentech.com/products_ CART.htmi.

This uses a fixed array of nine transmitters and eight receivers. Each radar element
in the array is a standard ultra-wideband GPR from Mala Geoscience that broad-
casts an impulse with a frequency spectrum from about 50 to 400 MHz. The array is
controlled by special electronics that fires the transmitter elements and controls the
receivers in sequence to create 16 standard bi-static GPR channels covering a 2m
swath on the ground. In this standard ‘bi-static’ mode of operation, each transmitter
fires twice in sequence, with each firing being recorded by an adjacent receiver. A
multi-static mode, in which each transmitter fires once in sequence and is recorded
by all the receivers, is also possible. The array can be towed by a vehicle or pushed in
front of a modified commercial lawnmower at speeds up to about 1 km/h (30 cr/s).

Alternative approaches have been adopted by companies in the US (Planning
Systems, GeoCenters, BASystems (ex GDE), Mirage, ARL, Jaycor, SRI, Coleman),
UK (ERA Technology, Thales and PipeHawk), France (Thales, Satimo), Germany
(Rheinmetall) and Israel (Elta), who have developed array systems as an integral
design rather than combining existing single channel radars. Much of the interest in
high speed array radar systems is for mine detection. Work is being carried out on
various National (US, UK, Canada, Germany, France) as well as international CEU
programmes, particularly for mine detection. Arrays are typically between 1 and 4 m
in width and can operate at speeds up to 10 kmh™!.

The key issues for the design of multi-element GPR systems lie in the channel-to-
channel performance and tracking over the desired operational environmental range.
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receiver transmitter receive antenna transmit antenna

Figure5.38 Block diagram of 16-channel radar system (courtesy ERA Technology)

A 32-channel GPR system, for example, must maintain calibration of both start time
and time linearity for all channels to within demanding limits. In addition the relative
gain and, if used, time varying gain profile, must also match to within close tolerances.
Where the antenna array is spaced off the ground, there may also be the need to
compensate for variations in surface topography. A further aspect to be considered is
the antenna element spacing. This needs to be adequate to provide proper resolution
of the wanted target, and it can be shown that the probability of detection with respect
to small targets is closely related to the density of the elements of the antenna array.
An example section showing 16 elements of a 4m wide swathe radar system with a
total of 32 antenna elements is shown in Figure 5.38. This was developed as part of
the UK Minder CAP programme on behalf of the UK MoD.

The architecture of the system is based around 16 receivers (8 only shown), each
of which sequentially samples the signal incident on the receive antenna elements.
The transmitters are synchronised by adjacent receivers and a central master clock.
The system is designed to be modular in that it can be either increased in width or
alternatively in density and up to 64 channels can be configured (see Figure 5.39). The
transmitter—receiver modules can be used either singly or up to N /2, where N is the
number of antenna elements. Radar images of buried mines are shown in Chapter 12.

A novel approach has been taken by Planning Systems in the United States. They
have developed a forward look radar system based on an array of spiral antennas
(see Figures 5.40 and 5.41).

However, the ability to carry out beam forming by means of inverse synthetic
aperture processing could be potentially valuable in many applications.

Rutledge and Muha [6] consider the general situation of imaging antenna arrays,
while Anderson et al. [56] consider the specific problem of wideband beam patterns
from sparse arrays.

If an array of emitters is driven by a sequence of impulses without any differential
time delay the radiated time sequence is as shown in Figure 5.42.

Note the gradual disappearance of the sidelobes as the radiated wave front prop-
agates away from the array. If the sequences of impulses are controlled in time by
means of a differential time delay between each element, the beam position can be
steered as shown in Figure 5.43.
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Figure5.39 Photograph of downward look 32-channel array system used on
MINDER system (courtesy ERA Technology)

Figure 540  Archimedian spiral element (courtesy Planning Systems)
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Figure5.41 Forwardlook array of Archimedian spiral antennas (courtesy Planning

Systems)
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Figure5.42  Timed array antenna array

The possibility of beam steering by means of time control exists, although the
inter-element time delay is limited to a maximum equivalent to the distance between
each element.

An alternative means of beam forming is by means of an array as shown in
Figure 5.44. Here the objective was to create directivity in the azimuth plane



168 Ground penetrating radar

pulse antenna
delay generator :
] AL — L Y .
5 2 A
' . ;
sz —
L, ;

Figure5.43  Beam steering by differential time delay

power
splitter

Focused
beam

input

amplitude
channel

S
'S
p—

® N B W
1

0 time

aperture
plane

Figure5.44  Beam forming by differential time delay
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and was achieved by means of a beam forming network using wideband hybrid
elements.

The use of timed transmitter arrays and inverse synthetic aperture processing
of the signals from a receiver array offers the possibility of achieving considerably
improved directivity over all the previous types of antennas discussed in this chapter.
A 10 x 10 element array will have a peak sidelobe amplitude of —26 dB of the main
lobe [56] and beam steering of up to 50° is feasible.

5.8 Polarisation

It is well known that linear targets such as small to medium diameter pipes act as
depolarising features and a linearly polarised crossed dipole antenna rotated about an
axis normal to the pipe produces a sinusoidal variation in received signal. However,
the null points are a distinct disadvantage, because the operator is required to make
two separate, axially rotated measurements at every point to be sure of detecting pipes
at unknown orientations as shown in Figure 5.45.

An attractive technique is to radiate a circularly polarised wave which automati-
cally rotates the polarised vector in space and hence removes the direction of signal
nulls. Conventionally, circular polarisation refers to a steady-state condition during
which a long duration pulse or CW waveforms are transmitted. For impulse radars,
the pulse duration is very short (<5 ns) and hence a more complex transient situation
is encountered.

axis of rotation

line of pipe

V,=V,K sin 20

Figure5.45  Crossed dipole measurement on a linear target
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One method of radiating circular polarisation is to use an equi-angular spiral
antenna. Unfortunately, the dispersive nature of this type of antenna causes an increase
in the duration of the transmitted waveforms, and the radiated pulse takes the form of
a ‘chirp’ in which high frequencies are radiated first, followed by the low frequencies.
This effect, however, may be compensated by a “spiking’ filter, which may take the
form of a conventional matched filter or a more sophisticated filter such as a Wiener
filter. The use of such an antenna has been shown by British Gas [57] to be a useful
method of implementing a pipe detection radar, and plastic pipes buried in wet clay
have been detected up to a depth of 1.0m.

A spiral antenna could be implemented as a multi-element planar structure as
shown in Figure 5.26. However, this realisation may often fail to provide the expected
performance because of several deficiencies. The limited physical dimensions of
the spiral result in elliptical polarisation at low frequencies which can degrade to
essentially linear polarisation. Reflections from the ends of the arms cause both
clutter and degradation of the circularity of the polarisation. The proximity of the
ground affects the reactive field of the antenna, resulting in nonsymmetrical loading
and degradation of the far field pattern. An analysis of this type of antenna is given
by Anders [58].

A plot of axial ratio measured in free space as a function of angle at a frequency
of 500 MHz is shown in Figure 5.28 and shows an acceptable performance of 1 dB.
However, at low frequencies the axial ratio degrades quite rapidly, reaching unac-
ceptable values. Similarly, with commercially available baluns the high frequency
axial ratio degrades. This situation has a significant effect on the envelope of the
polarisation vectors of the transmitted pulse. The consequence of these deficiencies
is that multiple angular measurements must be carried out, thus losing the original
benefit of employing circular polarisation.

An alternative design possibility is to synthesise a circularly polarised signal.
Any steady state wave of arbitrary polarisation can be synthesised from two waves
orthogonally polarised to each other. In the design shown in Figure 5.46, a circularly
polarised wave is produced by exciting vertically and horizontally polarised waves,
each having the same amplitude and with a 90° phase difference between them.

The radiating elements are fed, via wideband (preferably decade) 180° and 90°
hybrids, to radiate circular polarisation. If right hand circularly polarised signals are
transmitted and received, the preferential detection of linear features (e.g. pipes) is
achieved. If, however, right hand circularly polarised signals are transmitted and left
hand circularly polarised signals are received, planar features are detected. Hence,
if connections to the radiating elements are arranged and switched appropriately,
the signals routed to the receiver contain different data according to the sense of
polarisation. The data, therefore, can be processed separately and in a different manner
in order to provide images of different targets in the material under investigation.

However, hardware deficiencies limit the performance; firstly, it is difficult to
achieve wideband operation with 90° hybrids (at least over a decade) and, secondly,
even the fastest, state of the art GaAs switches have unacceptably high, break-through
levels. An alternative concept is that of the commutated multi-element crossed dipole
array.
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An example of an eight element antenna in which the crossed dipole pairs can be
switched at intervals of up to 1 ms so that the two crossed dipole pairs are orientated
between 0° and 45° is shown in Figure 5.47.

An extension of this design concept is where full commutation over 360° in 45°
steps can be achieved, and this is shown in Figure 5.48. PIN diode switches are
used to handle the transmitted power and operate at a switching interval of 1s, thus
achieving 360° rotation in ~10s. The possibility of real time discrimination using
filters based on recognition of the cos 2 amplitude variation of each range sample can
be considered. Operationally such a system would have the advantage of being able
to survey rapidly without the limitations imposed by mechanically rotated antennas.
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However, all of these schemes do not solve the problem of detecting deeply buried,
large diameter pipes (>250 mm) for which the depolarisation of incident signals is
low. In this case it may be necessary to detect the co-polar signal, and a parallel dipole
antenna system may be needed.

Antenna design approaches based on commutated crossed dipoles, as described in
this Section, could prove a successful means of detecting plastic pipes up to 250 mm
diameter, provided the radar system has sufficient dynamic range and sensitivity.

5.9 Dielectric antennas
Dy Chi-Chih Chen

Artificial dielectric loading has been used with antennas for surface-penetrating radar.
However, the finite size of the dielectric can cause problems in that energy becomes
trapped in the dielectric and has the effect of causing a local resonance. Provided,
therefore, that the antenna can be loaded in such a way that the dielectric appears
semi-infinite, this problem is reduced.

An ultra-wide bandwidth (UWB) dielectric rod antenna has been developed by
Chen et al. [59] from the Ohio State University ElectroScience Laboratory for appli-
cation in detecting shallow targets, such as anti-personnel (AP) mines. This design
was modified from the conventional narrow-bandwidth ‘polyrod antenna’ used for
far-field applications. A unique feature of this antenna is that it can be calibrated
on site and thus has very little antenna clutter. The illumination spot size can also
be controlled by the antenna height. This results in lower surface clutter and better
spatial resolution.
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The lowest hybrid-mode mode is excited and guided along a circular dielectric
waveguide. Such a mode has no cutoff frequency and thus is useful for broad applica-
tions. The electromagnetic energy is guided inside and outside the rod simultaneously.
When the rod diameter is greater than one wavelength in the material, most energy
is confined inside the rod. The external field becomes highly evanescent. The end of
the rod is tapered to a point where the electromagnetic waves are radiated out with a
broad beamwidth.

The above propagation and radiation properties were investigated by both direct
field probing and numerical simulation using the three-dimensional finite-difference
time domain (FDTD) technique. Calibration of the UWB rod antenna is done by
pointing the rod to a short conducting cylinder whose theoretical response can be
easily obtained. A prototype UWB rod antenna operated at 1 to 6 GHz frequency
range was built and used in various field tests for the detection of buried anti-
personnel mines. The measurement results indicated a very good data quality with
good spatial resolution and little antenna clutter. This new antenna can also be applied
to other GPR applications.

5.9.1 Introduction

A novel broadband dielectric rod antenna design was developed at the Ohio State
University ElectroScience Laboratory for the detection of shallow objects such as
landmines [59]. This design utilises a low-loss dielectric cylinder that is separated into
launcher, waveguide and radiation sections as illustrated in Figure 5.49. The launcher
section launches broadband electromagnetic energy into the rod using special broad-
band launcher arms. An example of the broadband launcher arm is given in Figure 5.50

i @sd4mm), 6,22 >
|

launcher section

radiation section waveguide section

Figure 549  The launcher, waveguide and radiation sections of a typical broadband
rod antenna design
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Figure5.50 An example of the broadband launcher arm design using resistively
terminated conical plates
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using resistively terminated conical plates. Both single- and dual-polarisation rod
designs have been developed [60]. The waveguide section provides the needed isola-
tion between the launcher and radiation sections. The radiation tip should be carefully
designed to efficiently transfer the guided energy into radiation in the forward direc-
tion with a broad radiation pattern and spherical phase fronts. In order to minimise
the interaction between the antenna and the target (or ground) to be tested, the radar
cross-sectional (RCS) area of the tip should also be reduced via a proper tip geometry
design (see Figures 5.51 and 5.52) [61]. The operation and characteristics of this new
design have been verified and studied with the help of finite-difference time-domain
models [62]. A simulation example is shown in Figure 5.53, where two snap-shots
of the x-component of the guided and radiated electrical fields are plotted (see also
Figure 5.54).

The rod antenna design has the following unique features that make it particularly
suitable for detecting shallow and small anomalies such as buried antipersonnel mines
or cracks (or voids) in pavement:

(i) Broad bandwidth gives good temporal resolution.
(i) Low antenna-ground interaction reduces surface clutter and allows one to
effectively calibrate out system (including antenna).
(iii) Small radiation aperture size provides superior spatial resolution during a close-
range scanning.

The spatial resolution is usually determined by the height of the rod tip, ground
refractive angle and target depth. As depth and height increase, the spatial resolution
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reduces due to the beam spreading. A lower rod height reduces the illumination spot
size on the ground. This not only improves the spatial resolution but also causes
the surface scattering to spread less in time, thus improving the temporal (or depth)
resolution. Figure 5.55 plots both measured and calculated magnitude distributions
of radiated fields on a transverse plane located 2 in. away from the rod tip. It shows
that the 3-dB spot size is <1.5in. above 2 GHz. The horizontal scale indicates the
field positions relative to the centre of the illumination spot. Note that the radiated
pattern of the rod is approximately symmetric. Below 2 GHz, the rod size becomes
relatively small in wavelength (in dielectric) and can no longer effectively confine
the electromagnetic energy within the rod [63].

5.9.2 Summary

This Section has briefly discussed the new dielectric rod antenna design and
its potential usefulness in detecting small, shallow sub-surface anomalies. Both
numerical and experimental results were provided to demonstrate its good tem-
poral and spatial resolution characteristics, which is important in locating and
discriminating the anomaly to be detected. The low-scattering tip design also allows
close-distance interrogation without significant antenna interaction that may distort
the target’s response and increase clutter level. The size of the rod can be reduced by
using a high-dielectric material provided that proper launcher and radiation section
designs are adopted. To operate at lower frequencies, the combination of a high-
dielectric material and a larger diameter is needed to minimise antenna size while
maintaining the one wavelength (in material) requirement. The application of the rod
antenna in detecting and classifying buried landmines was presented. However, this
antenna design should also be advantageous for other shallow GPR applications that
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Figure5.55 The measured (a) and calculated (b) magnitude distribution of the fields
illuminated on the ground surface 2 in away from the tip of the rod

require nonintrusive interrogation, accurate target response, and high temporal and
spatial resolutions.

510 Summary

The antennas used in surface-penetrating radar systems are, for reasons of portability,
usually electrically small and consequently exhibit low gain. This has a profound
effect on the performance of the overall system and is probably the only example of a
radar system where antenna gain is, in general, so low. However, the bandwidth of the
antennas is very much greater than that normally used in conventional radar systems,
and surface-penetrating radars generally demonstrate very high range resolution.
The choice of antenna is generally straightforward. The resistively loaded dipole,
bow-tie and TEM travelling wave antenna have been primarily used for the impulse
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based radar. Where matched filtering can be incorporated in impulse radars then either
horn or frequency independent antennas can also be considered.

All the classes of antenna discussed can be used in synthesised, FMCW or noise
modulated radars.

Attention must also be given to the means by which the antenna is fed from
the transmitter. Generally an antenna is a balanced structure but where cables are
used to connect the antenna to the transmitter or receiver, some means is needed of
transforming from the unbalanced configuration of the feed cable to the balanced
structure of the antenna. On this frequency range, baluns are generally commercially
available or, alternatively, purpose designed units can be constructed.

It may be found that multiple reflections between the transmitter and antenna
can be troublesome and these can be avoided by making the feed cable long enough
to place the reflection outside the time window of interest. This, however, may be
undesirable as the cable will act as a lowpass filter unless compensated. An alternative
is to mount the transmitter and receiver immediately adjacent to the antenna and this,
if correctly designed, can remove the need for either a balun or feed cable.

The anticipated main developments in the field of antennas appear to be related to
array antennas. The current interest in the development of free space ultra-wideband
radar systems may result in the transfer of useful developments.
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Chapter 6
Modulation techniques

6.1 Introduction

Each of the various modulation techniques used for ground penetrating radar systems
has its relative merits, and in this Chapter we consider the general system architecture
and system specifications associated with each.

The most frequently used system design is that of the impulse radar, and the
majority of commercially available radar systems use short pulses or impulses which
generally come in the category of amplitude modulation (AM). The next most
frequently used modulation technique is frequency modulation (FM) followed by
synthesised pulse (SPM), holographic (HM) and finally coded and noise modulation
(NM). In this Chapter we consider the most commonly used techniques in turn and
discuss the key parameters, which need to be considered in the design process.

It is useful to state the relationship between a time domain function f(¢) and its
representation in the frequency domain f (w). Fourier transform methods can be used
to show

F(f@#) = f(w) 6.1y
that is
fl@) = — f " F@el dr (6.2)
21 J_

The fast Fourier transform (FFT) is often used to compute the transform, but certain
well established restrictions must be borne in mind due to its finite limitations. Here
we shall consider only the results of applying the Fourier transform over infinite
limits.

A real function such as a monocycle is given by the expression

f(t) = Asin(w't) over the range — % <t

IA

T
2 (6.3)
f({t) =0 elsewhere
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and 10 cycles

The Fourier transform of f(¢) is given by

1 t/2 .
F(w) = — f Asin(wt)e /" dr (6.4)
2n Jop2
that is,
| , . /
flw) = T lsinc(@’ + )7 = sinc(@’ - w)rl (6.5)
T

and takes the form shown in Figure 6.1. From this it can be seen that the required
bandwidth is significant. However, in most cases the material acts as a lowpass
filter and attenuates the higher frequencies. Thus, the system designer must therefore
consider the effect of the material on system performance, as the general effect is to
distort the received time domain waveform by extending its duration and reducing
the bandwidth of received information.
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Faithful transmission of the particular modulated wave imposes certain
requirements on the hardware used in each type of system, and we shall consider
each of these in turn in the following Sections. Considerable bandwidth is required
to achieve adequate levels of resolution for ground penetrating radar, and the reso-
lution equivalent to a monocycle dictates a bandwidth in the order of three to five
octaves. This is a significant requirement and increases the cost and complexity of
the transmitter-receiver system. Evidently, as the bandwidth of the system decreases,
the effect is to increase the duration of the radiated/received signal, and hence a
compromise is reached between the desired resolution/system bandwidth and the
characteristics of the material being probed.

The following Sections examine the different classes of modulation and the gen-
eral system architecture and hardware used to construct a suitable radar system. In
general, the output from most systems results in an equivalent time domain repre-
sentation of the waveform, and hence subsequent signal processing methods will
only be referred to where system architecture is different, as for example in the case
of holographic imaging radar. It is useful to compare and contrast the fundamental
range resolution of various signals, particularly for small targets close in range to
large targets, and one approach is given below from an original paper by Daniels [1].

6.2 Resolution of ultra-wideband signals

6.2.1 Introduction

Ultra-wideband signals are used to enable the high-resolution measurement of target
features very much less than the target size or, alternatively, of responses from local
scattering centres. Radar, sonar, ultrasonic or other active measurement systems can
transmit such signals.

A typical measurement system, such as a ground-probing radar system, transmits
an ultra-wideband signal through the ground and detects the weak back-scattered sig-
nal from the target or targets, which could be dielectric cylinders (mines). A diagram
of such a measurement system is shown in Figure 6.2.

The ability of the measurement system to detect both targets is related to the type
of waveform and the detection process of the receiver. The relative levels of the two
received signals depend on the attenuation of the lossy media, as well as the radar
cross-sections of the targets. The level of the signal reflected from the smaller target

A A

Lossy ground
Attenuation = X dBm

Relative dielectric constant = Y

Figure 6.2  Outline diagram of measurement process
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may be much lower than from the larger target. The normal Rayleigh criteria for the
resolution of equal amplitude targets shown in Figure 6.3a are clearly unsuitable for
the case where the reflected signal from one target is —20 dB of'the other (Figure 6.3b).

Note that, in all the graphs shown in this Chapter, both time and frequency are
plotted in arbitrary dimensionless units.

It is useful to consider what criteria should be adopted for range resolution in a
lossy medium. This can be done by considering the relative signal levels in dB as a
function of distance for a range of material attenuation, as shown in Figure 6.4.

It can be seen that, for the case of an attenuation of 100dBm™!, the slope of
the graph at a range of 30 cm is ~10dBns™!. This suggests that, for two targets
with equal reflecting cross-sections and 10 cm apart in range (equivalent to 2 ns), the
envelope of the first reflection should be < — 20 dB of its peak value, at a distance of
10 cm, if the second target is to be detected. If the second target has a lower reflecting
cross-section than the first, the requirement in terms of decay is even more severe.
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An example for a Gaussian envelope is shown in Figure 6.5, where the separation
must be equal to the width of the greater signal at a level of 10% of the peak of the
larger signal.

The ability of the measurement system to resolve the reflections from the two
targets depends on an adequate signal to noise ratio. In this Chapter it is assumed
that this is the case and the peak value of the envelope of the signal is significantly
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greater than the rms value of the noise or alternatively the noise tends to zero. In the
case of a ground-probing radar system, the noise within the radar receiver is largely
determined by the bandwidth and noise figure of the receiver. This Chapter does not
address the optimisation of signal characteristics taking into account the dispersive
and lossy propagation medium. Pre-compensation for the propagation characteristics
is one approach to waveform optimisation. Practically, the choice of radar system
and signal is limited to time domain, frequency domain or noise modulation, and this
Chapter considers signals with near equal received bandwidths.

6.2.2 Consideration of waveform characteristics

Various processing techniques can be selected to provide optimisation of features of
a received signal, and the Wiener filter is such an example. This Chapter compares
the relative performance of a generic system using a direct detection receiver and a
matched filter receiver. A time domain radar system, using a direct receiver, trans-
mits an impulse wavelet and recovers the reflected signal using a sequential sampling
receiver. A frequency domain radar system transmits a frequency-modulated wave-
form and recovers the reflected signal using a matched filter receiver, as does a
noise-modulated radar.

The matched filter receiver provides an optimum signal to noise ratio, output
of radar signals [2] in the presence of noise. The radar signal is processed by a
receiver that crosscorrelates the received waveform with a suitably time delayed
version of the transmitted waveform. The output results in a compressed pulse in
which the amplitude of the latter and its position in delay time is related to the
target radar characteristic. This type of receiver is widely used to process chirp,
step frequency, and coded and noise waveforms, and the design of such waveforms
is described extensively in the literature. The following references provide suitable
treatments: [3-6]. The case of the ultra-wideband, short duration, impulse has been
less extensively described, although Astanin and Kostylev [7] analyse the case of
radar receivers that directly measure the reflected waveform. Most linear frequency
modulated pulse compression radar waveforms are real functions of the type

f(t) = a(t) cos(wot + $()F) (6.6)

where 8 > 1 and the envelope a(¢) and the phase modulation are relatively slowly
varying time functions compared with cos(wgt). This is not the case for some of
the time domain waveforms that will be considered, where additionally the phase
term is not relevant. It is the objective of this Chapter to consider their equivalent
post-detection performance, as far as range resolution is concerned. For that reason,
the comparison of the detected waveforms is between output of a correlation detector
(envelope of the autocorrelated frequency modulated waveforms) and a direct detector
(envelope of the original wavelet).
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6.2.3 Definition of the waveforms

It is necessary that the spectral density functions of the signals considered have zero
content at DC, because the measurement systems that are being considered use trans-
ducers or antennas than do not radiate or receive DC signals. For that reason, the
condition of a zero frequency carrier is excluded from this consideration and it is
assumed that the centre or nominal carrier frequency of the signal is appreciably
greater than DC and the bandwidth of the signal is large. In the case of short duration,
impulsive, time domain signals, the value of the parameter of a centre frequency
becomes less important.

The condition of zero DC content is satisfied by any practical radar signal that is
transmitted and received and must also be true of any modelled signal. In all of the
modelled signals described in this Chapter, all have been passed through a highpass
filter to ensure that the DC component of the signal is zero.

From Galati [6],

o0
F(0) = / fe M dr| =0 (6.7)
-0
The energy of a signal f(¢) with finite energy is given by

E= f_ FR ar 68)

and the energy based on the complex envelope of this signal is given by

E= / \F) P dr (69)

—0Q

where f (t) = a(t) cos(wot + ¢ (¢)) and is defined as a bandlimited signal.
The envelope of such a signal is defined as

env(t) = [£(1) + hin(F(1))*1°? (6.10)
where hj, ( f (#)) is the Hilbert Transform f (1).

The matched filter output of a signal f(¢) is given by the autocorrelation of the
transmitted signal

50(t) =k/ O faE+)d(n) (6.11)

The selection of a suitable waveform for transmission, at least in terms of resolution,
can be considered a function of the duration of the complex envelope of the measured
signal. The objective of this Chapter is to show that, for some particular classes of
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signals, the duration of
kenv(fo(r)) < kenv(so(t)) wherek < 1

The next Section considers three classes of waveform, all with equal energy and
with nearly equivalent 3 dB spectral characteristics. Although they have similar
autocorrelation functions, the duration of the envelope function for the directly
detected signals is less than that of the matched filter signals.

0.2.4 Time domain wavelet signals

The three waveforms that are considered are a Ricker wavelet, a sine wavelet and a
sine wavelet with after-ring. The latter waveform is typical of the waveform radiated
by an ultra-wideband antenna or a well damped, ultrasonic transducer.

A Ricker wavelet is defined as the second differential of a Gaussian function and
is the general form of a waveform that results from the application of a Gaussian
impulse to an impulse radiating antenna or transducer system. The Gaussian function
and hence the envelope of the Ricker wavelet is characterised by a slow build-up and
decay of energy at the extremes of the function. The sine wavelet is a similar type
of waveform but is characterised by a localised concentration of energy. Both avoid
sudden transitions at the extremes of the envelope of the wavelet.

A Ricker wavelet is given by

d2(e—at2)
)= ——— 6.12
Jo(®) ™ (6.12)
A sine wavelet is given by
A1) = Asin@fosin(3ns1), n<rs
1) = Asin(2n ft)sin| =7 , nN<t<n
3 (6.13)
f=0, t=tn,t2n
where 11 = N/8, 10 = N /4.
A sine wavelet with after-ring is given by
fi(t) = Asin@uft)e ™, t>r1 (6.14)

where 11 = N/8, 10 = N/4, « = 0.01.

Frequency/amplitude modulated signals: The general form for a linear frequency
modulated pulse compression signal was given in (6.6). A Hamming weighted, chirp
waveform is of the form

fH=A4A sin(27t( fot) + ( fot)k) (o.os + (1 —0.08) sin(n%)z) (6.15)

where k = 2.05, A = 1 and r and N are related to the duration of the waveform.
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A cosine weighted, chirp waveform is of the form
f(1) = Asin@n(for) + (Fon) )W (@) (6.16)

where

2ne\4
W(t):sin(%—) for0<tr<B, N—-B<t<N

Wity=1 forp<r<N-8

6.2.5 Noise signals

The noise waveform is white noise, with a normal distribution, a mean value of 0
and a standard deviation of 1.1. The noise waveform was modulated by an envelope
taper to avoid transients at the start and end of the sequence. These are respectively
a sine taper and a Hamming taper.

6.2.6 Comparison of signals

Figure 6.6 shows the signals under consideration and Figure 6.7 their autocorrela-
tion functions. It can be seen that, apart from the noise waveforms, which possess
significant sidelobes, the autocorrelation functions are very similar.

6.2.7 Comparison of spectra

If the power spectral density of the Ricker wavelet, a sine wavelet and a sine wavelet
with after-ring are compared, it can be seen that the main lobe energy is nearly
equivalent at the —3 dB level, although the —20 dB bandwidths are not identical
(Figure 6.8). These spectra satisfy the condition given in (6.6).

The same comparison can be made between the spectra of the Ricker wavelet and
the two frequency modulated signals (Figure 6.9).

While the envelopes of the sidelobes of the spectra are different, the —3 dB width
of the main lobe is nearly identical in all cases. As will be discussed in Section 6.2.9,
the sidelobe level of different signals also has a bearing on the resolution that can
be achieved in the case of weak targets adjacent to strong targets. The spectra of the
noise signals also follow the same trend.

6.2.8 Comparison of signal envelopes

When comparing the envelopes of the signals it is important to compare the detected
outputs. In the case of the Ricker and sine wavelets, the receiver can directly detect
the wavelet by means of a sequential sampling receiver; hence, it is sufficient to
determine the envelope of the wavelet (Figure 6.10). However, in the case of the
frequency modulated or noise waveform, the receiver performs a matched filter or
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correlation operation and hence it is the envelope of the correlation function that must
be compared (Figure 6.11).

6.2.9 Comparison of envelope sidelobe performance

For a measurement system operating in a lossy medium, the sidelobe performance in
the time domain is critical to the resolution of a weak target adjacent to a strong target.
Therefore, it is useful to view the envelopes shown in Figures 6.12 and 6.13 plotted
on a log scale. In most time domain measurements systems the output is processed
in a linear scale, but frequency domain systems often show the processed output on
a dB scale.

It can be seen that, from the set of signals considered, the width of the envelopes
of the directly detected signals is less than the envelopes of the output from a matched
filter process; this includes the sidelobes (see Table 6.1).

The exact shape of the radiated spectral energy is very important in achiev-
ing very low sidelobe levels in the time domain and is considered by Daniels [8],
and Noon and Stickley [9]. These authors point out that truncations of the radiated
spectra have an effect analogous to the Gibbs phenomenon. This is to induce time
domain sidelobes because of sharp transitions at the extremes of the band edges
of the frequency of the radiated waveform. These transitions can be caused by the
bandpass characteristics of antennas or by limitations in the transmitted range of
frequencies.

6.2.10 Summary

Designers of measurement systems that work in lossy media may consider the inherent
resolution characteristics of the received signal to be of equal or greater importance
to the signal to noise ratio. This Chapter compares the resolution performance of
some of the basic types of signal that can be used. The comparison was based on
equal energy of the signals in the time domain and equal 3 dB bandwidths of the main
lobe of their respective spectra. A high signal to noise ratio of all the waveforms was
assumed.

From the signals considered, the short duration impulse wavelets, detected using a
direct receiver process, offer the highest resolution. The chirp signals using a receiver
that employs a matched filter correlation process for detection offered less resolution
and the noise signals the worst. This may be critical, as in the case of a ground
probing radar designed to detect small plastic anti-personnel mines in lossy soils.
The frequency domain signals considered were rapidly changing functions of time
with respect to centre frequency and relatively short sequences. It is conjectured
that both the frequency modulated and noise signals would have performed better
with a longer, lower amplitude sequence, but this remains to be shown. A future
consideration could be to extend the comparison to signals with a constant time—
bandwidth product, slowly varying functions of time with respect to centre frequency
and the lower signal to noise ratios.
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Table 6.1 Comparison of main parameters of the signals

Waveform Main Envelope  First Rate of decay of Symmetry
(envelope) lobe width at sidelobe  sidelobes
widthat —40dB level, dB
—20dB
Ricker 1.00 1.78 NA NA NA
Sine wavelet 1.00 1.78 NA NA NA
Sine wavelet+  1.125 2.6 NA 10dB per asymmetric
after-ring main lobe
ACF cosine 1.1 247 -17 16 dB per symmetric
weighted main lobe
chirp
ACF 1.68 3.36 >—48.5 levelat symmetric
Hamming —50dB
weighted
chirp
ACF sine 2.07 >5 —12 level at symmetric
weighted —-20dB
noise

6.3 Amplitude modulation

The majority of ground penetrating radar systems have used impulses of radio
frequency energy variously described as baseband, video, carrierless, impulse,
monocycle or polycycle. The simplified general block diagram of an amplitude-
modulated system is shown in Figure 6.14, together with a timing diagram as shown
in Figure 6.15.

A sequence of pulses, typically of amplitude within the range between 20V and
200V and puise width within the range 200 ps to 50 ns at a pulse repetition interval of
between several hundred microseconds and 1 ps, depending on the system design, is
applied to the transmit antenna. It is quite feasible to generate pulses of several hundred
kV, albeit at long repetition intervals. The output from the receive antenna is applied to
a flash A/D converter or a sequential sampling receiver. This normally consists of an
ultra-high-speed sample-and-hold circuit. The control signal to the sample-and-hold
circuit which determines the instant of sample time is sequentially incremented each
pulse repetition interval. For example, a sampling increment of t = 100 ps is added
to the previous pulse repetition sampling interval to enable sampling of the received
signal at regular intervals, as indicated below:

T,=T+nt' forn=1toN 6.17)
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where T is the pulse repetition time, ¢’ is the sampling interval and N is the total
number of samples.

Certain important limitations in terms of sampling interval should be noted. From
the sampling theorem, the sampling interval must be such as to comply with the
Nyquist relationship

1
t' < — 6.18
<55 (6.18)
where B is the bandwidth of interest. In practice, a greater number of samples is
normally required for accurate reconstruction and the sampling interval is generally
taken as

14

: (6.19)

< —_—
~ 5B
The principle of the sampling receiver is therefore a down-conversion of the radio fre-
quency signal in the nanosecond time region to an equivalent version in the micro- or
millisecond time region. The incrementation of the sampling interval is terminated at
a stage when, for example, 256, 512 or 1024 sequential samples have been gathered.
The process is then repeated. There are several methods of averaging or ‘stacking’
the data; either a complete set of samples can be gathered and stored and further sets
added to the stored data set or alternatively the sampling interval is held constant for
a pre-determined time to accumulate and average a given number of individual sam-
ples. The first method needs a digital store but has the advantage that each waveform
set suffers little distortion if the radar is moving over the ground.

The second method does not need a digital store and a simple lowpass analogue
filter can be used. However, depending on the number of samples that have been
averaged, the overall waveform set can result in being ‘smeared’ spatially if the radar
is moving at any speed.

The stability of the timing increment is very important and generally this should
be 10% of the sampling increment; however, practically stability in the order of
10 ps to 50ps is achieved. The effect of timing instability is to cause a distortion,
which is related to the rate of change of the RF waveform. Evidently, where the RF
waveform is changing rapidly, jitter in the sampling circuits results in a very noisy
reconstructed waveform. Where the rate of change of signal is slow, jitter is less
noticeable. Normally, control of the sampling converter is derived from a sample of
the output from the pulse generator to ensure that variations in the timing of the latter
are compensated automatically.

The key elements of this type of radar system are the impulse generator, the
timing control circuits, the sampling detector and the peak hold and analogue to
digital converter.

The impulse generator is generally based on the technique of rapid discharge of
the stored energy in a short transmission line. The most common method of achieving
this is by means of a transistor operated in avalanche breakdown mode used as the
fast switch and a very short length of transmission line. A typical circuit arrangement
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Figure6.17  Typical voltage waveform generated by the circuit of Figure 6.16

is shown in Figure 6.16 and this provides an output of 100 V with duration of 1 ns as
shown in Figure 6.17. The frequency domain characteristics of such an impulse are
shown in Figure 6.18. If shorter duration impulses are required it is possible to use
a step recovery diode to generate impulses of durations in the order of 200 ps, and a
typical cutput voltage is in the region of 30 V.

Evidently, the repetitive nature of the pulse causes line spectra in the frequency
domain. The typical repetition time interval for an avalanche transistor impulse gen-
erator is in the order of 0.1 s to 10s, while the step recovery diode must be chosen
specifically to match the repetition interval to ensure that charge carrier recombination
can take place.
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Figure6.18 Typical spectrum of the waveform generated by the circuit of
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Other methods of generating impulses use power FETs, and voltage impulses up
to 10kV have been generated [10]. An alternative means of generating high power
impulses is based on the use of a photoconductive semiconductor switch (PCSS) to
discharge a capacitor into a shorted transmission line. A picosecond laser pulse is used
to rapidly switch the conducting—nonconducting state of a semiconductive material
such as GaAs. Typical output voltages of 14kV in 50 2 impedance for a duration of
nanoseconds or less have been produced [11].

A further variation on this technique is the frozen wave generator shown in
Figure 6.19. This consists of several segments of transmission lines connected in
series by means of picosecond photoconductive switches. The output from the ensem-
ble is a sequential waveform of arbitrary characteristic, i.e. a ‘frozen wave’. Output
voltage in the kilovolt range has been generated [12].

Several factors need to be considered in the design of impulse sources, and
these are reliability, jitter and repetition rate. In the case of avalanche devices the
avalanche process is statistical by nature and is accompanied by jitter. In the case
of optical devices the physics of the device must be considered, as the lifetime of
the carriers determines the recombination time of the material, and in the case of
silicon it may restrict the repetition frequency of the switch. GaAs, on the other hand,
exhibits a recombination time of 1 ns. Optical switches may exhibit a reliability of
up to 108 operations, which means that their lifetime can be significantly reduced by
operation of the radar at high pulse repetition rates.

The high speed sampling approach conventionally used to display fast waveforms
produces a low S/N ratio because the spectrum of the sampling pulse is a poor match
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for that of the received pulse. Being an essentially nonselective filter, it allows large
amounts of noise energy to enter the receiver. Also, the sampling circuit tends to
add milliamp level unbalanced currents as well as sampling pulse noise to its out-
put. Although a quite acceptable tradeoff for usual laboratory purposes, this may be
unacceptable for receivers with sensitivity in the microvolt range.
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Alternative methods of data acquisition are based on high-speed analogue to digital
converters or the crosscorrelator receiver. There are several methods of acquiring
the high bandwidth RF signals output from the receiver: direct analogue to digital
conversion using high speed (flash) A-D converters, frequency selection followed
by high speed A-D conversion, or sequential sampling. Typical flash A-D converters
feature large signal bandwidths of many hundreds of MHz, sampling jitter less than
5 ps and 8-bit resolution. At bandwidths over 500 MHz typical sampling resolutions
are 4 bit and a more complex system architecture is found. In general most current
generation impulse radars use high-speed A-D conversion receivers for bandwidths
below 200 MHz, where greater resolution can be achieved. An alternative receiver
architecture is based on subdividing the RF frequency band and mixing the individual
band to separate intermediate frequency bandwidths of 200 MHz that can then be
separately A-D sampled.

The wideband crosscorrelator receiver can use coherent processing and, if
required, time dithered decoding. The crosscorrelator is equivalent to a matched filter
but has more flexibility. The reference waveform can be matched to the transmitted
waveform, or in the case of radar, to the complex signature of a particular target,
and can be changed in real time if needed. The components required to construct
the crosscorrelator are small, inexpensive, low power and compatible with VLSI
techniques. It is thus possible to have a large number of correlators operating inde-
pendently in parallel to achieve the throughput necessary to provide high resolution,
real-time, time-coded operation. Sampling as referred to earlier is a time extending
process with which a high frequency repetitive signal is duplicated at a lower repetition
rate. This type of sampling, where each sample is taken at a fixed frequency with the
period of time between samples remaining constant, is known as coherent sampling.

The most basic sampling gate is a simple single diode as shown in Figure 6.20.
The diode is essentially a switch, normally ‘open’ (diode reverse-biased). A short

+ Vbias
Ry
pulse input o 1l
RF input o——+ DIL o sampled output
=,
(o, O

Figure 6.20  Single diode sampling gate
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Figure6.21  Dual gate sampling diode

pulse momentarily closes the switch (diode forward-biased), allowing charge to flow
from the source to be stored in the capacitor Cs, which results in a voltage across
C; proportional to the input signal. The pulse width must be narrow compared to
the period of the input signal so that the sample corresponds to a specific portion of
the input waveform. The capacitor charging time must be fast enough to accept the
charge during this pulse time.

The problems of isolation between the signal circuit and the sampling pulse and
bias circuits can be serious with the single diode sampler. A two-diode sampler,
shown in Figure 6.21, has a low sampling efficiency. The efficiency can be improved
by substituting two more diodes for the two resistors in the bridge.

The four-diode sampling gate shown in Figure 6.22 is the most commonly used. In
asampling system it would be situated between the input source and the input capacitor
of an amplifier. The diodes are normally reverse biased so that the input signal does
not cause them to conduct. Sampling is initiated with very narrow pulses, which
overcome the reverse bias and switch the diodes into conduction. The low impedance
paths allow the amplifier input capacitor to be charged to a voltage proportional to
the input voltage. Owing to the short charging time the capacitor may not be charged
to the full input voltage. (Some systems include feedback control circuits to continue
charging the capacitor in between pulses until the capacitor voltage equals the input
voltage.) The capacitor remains charged until the next pulse.

The reverse bias applied to the sampling gate diodes is a critical factor in the
operation of a sampler. It must be large enough to prevent input signals driving the
diodes into conduction and small enough to allow the gating pulses to forward bias
the diodes during the sampling periods to achieve maximum sampling efficiency.
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Both dc and ac balance of the sampling gate bridge are essential in achieving
the symmetry required for optimum performance of the sampler. The conditions of
balance require that the four sampling diodes be matched, the two reverse bias voltages
are equal and opposite, and the sampling gate control voltage is identical in wave
shape except for polarity. One method of providing identical control gate signals is to
derive them from the identical and bifilar-wound windings of a transformer. A narrow
pulse can be produced as a result of differentiation of a rectangular pulse with a small
coupling capacitor. If required, using step recovery diodes before coupling through
the capacitor can reduce pulse rise times.

The timing control circuits are a key element of the receiver, and the standard
method of generating a sequence of incremented pulses is by means of a dual ramp
circuit as shown in Figure 6.23. The fast ramp is at the same rate as the pulse repetition
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time, while the slow ramp is set to provide the desired number of samples, i.e. 256,
512 or 1024. The timing sequence for this is shown in Figure 6.24.

The ramp circuits can be designed using analogue or digital circuits. In the case
of analogue circuits the main building block is an integrator circuit, whereas in the
case of a digital design suitable integrated circuits are available in the form of Analog
Devices” AD9500 digital delay IC.

Evidently, time stability of these circuits is vitally important and, for example, a
512 ns time window with 256 samples requires one sample every 200 ps increment.
However, this increment occurs every 1s, and hence timing stability must be 1s +
200 ps + 20ps, i.e. 1000.2ns + 20 ps, i.e. £0.002%. Great care is therefore needed
in circuit design to achieve adequate stability.

The dynamic performance of an impulse (amplitude modulated) radar can be
estimated from the following example (see Table 6.2).

A graph of received signal strength versus time is shown in Figure 6.25. From this
it can be seen that the operating range of the radar system lies between the boundaries
defined by the functions defined by the clutter profile, target reflection loss and the
limit of sensitivity due to the noise figure of the receiver.

It can be readily appreciated that the limited dynamic range of the sampling
receiver limits the performance of the radar.
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Table 6.2  Dypical operating characteristics for a time domain radar

Transmitter

Peak power

Mean power

Antenna and cable losses

Peak radiated power

Mean radiated power

Impulse duration

Impulse repetition time

System clutter profile (rate of decay
of time sidelobes and
crosscoupling)

Receiver

RF bandwidth

Equivalent thermal noise (300 k)

Noise figure of sampling head

Noise floor

Maximum input signal level

RF dynamic range

Time varying gain

Equivalent RF dynamic range

Averaging signal to noise
improvement

Receiver equivalent dynamic range

50w (46.9dB m)
50 mW (16.98dBm)
—16.9dB

1w (30dBm)

1 mW (0dBm)

1 ns

1us

30dB/ns

1 GHz

4.14 x 10712 W(—84 dB m)
40dB

—44dBm

7dBm

53dB

40dB

93 dB

25dB

118dB

40—
20
K peak receiver
input power
0 (+7dB)
receiver operating region
g _
= 20
=l
g 40— receiver noise
(unaveraged)
received signal level (—44dB)
e — clutter level
60
—80 — KTB level (-84 dB)
100 1 | L1 | | |
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time, ns

Figure6.25 Received signal against time for a sequential sampling receiver
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The poor noise figure of the sampling gate can be improved by using a wideband
low noise RF amplifier prior to the gate. The typical noise figure of a 1| GHz amplifier
is 2.4 dB, and hence an immediate improvement in system noise figure is achieved.
However, the sampling gate may now be vulnerable to saturation by high level signals
caused by targets at very short ranges.

The solution to this problem is to incorporate an additional RF amplifier whose
gain can be varied as a function of time. In practice, this is most easily achieved in
synchronism with the pulse repetition rate. This avoids undesirable intermodulation
effects, which can occur if the gain is changed in real time. This technique enables
the receiver to be operated at maximum sensitivity without encountering overload
problems. Ideally, the gain/time characteristic should be related to the attenuation
and reflection characteristics of the material under investigation. Hence, an adaptive
calibration method is advisable.

Generally, a compression range of up to 40 dB can be expected, and thisis adequate
to compress most of the high-level close range signals. The optimum technique is
to use an adaptive signal level compression whereby the peak received signal as a
function of time is adaptively set to a predetermined value by means of LNA gain
adjustment.

It is also possible to improve the dynamic range by averaging the received signal,
and this improvement is given in dB by

A =20log /N (6.20)

where N is the number of averages.

However, the rate of improvement quickly decreases as N is increased and,
practically, 16 averages provide a reasonable improvement without excessive time
penalties.

The frequency range of the output signal usually occupies a bandwidth up to
20kHz. In the case of a radar operating at a repetition rate of 1 s with 256 samples,
each averaged 16 times, the ensemble down-converted signal is repeated at the time
given by

= 1, N, Ny (6.21)
which, for the values given above, is equal to

T =1x107% x 16 x 256 = 4ms
Hence the bandwidth of the down-converted signal is given by

B =1/57 (6.22)

where 1’ is the equivalent down-converted time per sample, and B = 1/51,N, =
12 500 Hz.

Note that the true noise bandwidth of the receiver is defined by the RF bandwidth,
and the noise energy is converted together with the signal.

The dynamic range of the analogue to digital converter, which follows the sam-
pling head, should be matched to the dynamic range of the latter and typically, a
12-bit or 16-bit converter is used.
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Figure6.26  Example of time-domain signal from two buried targets (courtesy ERA
Technology)
Vertical scale 3 ns = 10 units; horizontal scale 20 mm = 1 increment

When constructing impulse radar systems it is necessary to ensure that adequate
decoupling of the internal power supplies is achieved as the effect of impulsive noise
from switched mode power supplies on the sampling circuits can result in serious
degradation of the overall system performance. Hence, good engineering practice
must be maintained in the design and layout of the RF circuits.

It is also important to consider the physical layout of the sampling receiver, pulse
generator and antennas. Two options are available. The antenna can be directly con-
nected to the transmitter and receiver circuits or it can be interconnected via a length of
high quality RF cable. In the latter case the physical length serves to electrically sep-
arate the reflected signals caused by the antenna and the transmitter/receiver circuits.
However, the cable acts as a lowpass filter, which degrades the system resolution.
Where the antennas are directly connected, multiple echoes can prove difficult to
reduce to low levels and some design skill is needed to achieve acceptable results.
Additionally the physical proximity of electronic components to the antennas may
disturb their radiation characteristics.

Typical examples of time domain signals received from buried targets are shown
in Figures 6.26 and 6.27.

6.4 Frequency modulated continuous wave (FMCW)

Frequency modulated continuous wave (FMCW) radar systems have been used in
preference to AM systems where the targets of interest are shallow and frequencies
above 1 GHz can be used. As the centre frequency of operation increases it is easier to
design and build FMCW radars with wide bandwidths, whereas it becomes progres-
sively more difficult to design AM systems. The block diagram of a typical FMCW
radar is shown in Figure 6.28.
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Figure 6.28  Block diagram of an FMCW radar system
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The main advantages of the FMCW are the wider dynamic range, lower noise
figure and higher mean powers that can be radiated. In addition, a much wider class
of antennas, i.e. horns, logarithmic etc., is available for use by the designer. In this
Section we will consider continuously changing frequency modulation.

An FMCW radar system transmits a continuously changing carrier frequency
by means of a voltage-controlled oscillator (VCO) over a chosen frequency range
on a repetitive basis. The received signal is mixed with a sample of the transmit-
ted waveform and results in a difference frequency which is related to the phase
of the received signal — hence its time delay and hence the range of the target.
The difference frequency or intermediate frequency (IF) must be derived from an
I/Q mixer pair if the information equivalent to a time domain representation is
required, as a single ended mixer only provides the modulus of the time domain
waveform.

In an FMCW radar the transmitter frequency is changed as a function of time in
a known manner. If the change is linear then a target return will exist at a time Ty
given by

Ty = 2R/c (6.23)

where R is the range in metres and c is the velocity of light in metres per second.

If this target return signal is mixed with the transmitted signal, a beat frequency,
termed the IF (intermediate frequency), will be produced.

This will be a measure of the target range, as shown in Figure 6.29. If the transmit-
ted signal is modulated with a triangular modulating function at a rate over a range,

a
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frequency
b 5

difference | 0 secemooaaoal e

frequenc, 1 t —

ueney : [ L >
b - Ty ==~ time
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receiver output
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A
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. . t
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Figure 6.29 FMCW timing diagram and IF waveforms



214 Ground penetrating radar

then the intermediate frequency is given by

_4RfuAf
==l

f (6.24)

where f, is the modulation frequency in Hz and A f is the frequency deviation in Hz.

The choice of modulating waveform defines the resultant IF spectrum, and it is
desirable to minimise the bandwidth of the IF spectrum due to a single target in order
to optimise the target resolution. If the IF were generated by a continuous linear
frequency deviation, then the IF spectrum would consist of a sum and difference
frequency, a dc component and various other frequencies resulting from the mixer’s
nonlinear properties, assuming that the mixer had a perfect square law characteristic.
For practical purposes, only the difference frequency will be considered.

However, the repetitive nature of the modulating waveform causes points in the
IF time waveform where the amplitude drops to zero. This can be regarded as an
amplitude modulation of the IF signal.

If the case of a single target is considered, then the IF waveform as a function of
time would be given by

Jir(t) = Asinw;st (6.25)

The repetitive nature of the RF sweep effectively convolves the basic IF waveform
with line spectra

@) = F(Asinwigt) * F(fin (1)) (6.26)
The Fourier transform of fi7(r) is
eI @it _ p—Jjwift
= —A(nd(® — wif) + jnd(w + wif)) (6.28)

The Fourier transform of f,, (¢) can be derived after rearranging the integration period:
fm@® =1 for 0 <t < (T —1)
=0 for (T—1)<t<(T)
Rearranging the time axes:
fu®) =1 for (=T/2+7/2) <t < (T/2—-1/2)
=0 for (-T/2)<t<(T/24+1/2),(-T/2—1/2)<t < (T/2)
, A 375 AfE
Fl{f,®}= ——/ exp(jnwpyt)dt = —/ exp(jnwpyt) dt (6.29)
T .__T+l T _
7+2 T
where n is the harmonic number,

AT’ sin{(nw,, T'/2)}
T (nwuT'/2)

F{fu®) = (6.30)
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where T’ = (T — 1), and
A(T — 1) sin{(nw, (T —1)/2)}

F{fu(®}= T o T =D/ (6.31)
Hence the IF spectrum is given by
fir = A((—jﬂ5(w — wif) + jnd(w + wif))
® ((T — 1) sin{(nw, (T — r)/2)}>) 632)
T (nwm(T — 1)/2)

It can be seen that the periodic IF signal consists of an envelope function, (sin x)/x,
enclosing a line function. In essence, the FMCW radar measures the phase of the IF
signal, which is directly related to the target range. The frequency of the IF signal
can be regarded as a measure of range. An inverse frequency—time transform can
reproduce a time domain equivalent to the impulse radar.

The FMCW radar system is particularly sensitive to certain parameters. In par-
ticular, it requires a high degree of linearity of frequency sweep with time to avoid
spectral widening of the IF and hence degradation of system resolution.

This effect can be illustrated by considering the case of FMCW radar with varying
degrees of nonlinearity as shown in Figures 6.30 and 6.31. The IF spectrum is shown

FFT, IF power spectrum (dB), 0% sweep nonlin, 0 dB ripple
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Figure6.30 IF power spectrum for zero sweep nonlinearity (courtesy ERA
Technology)
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FFT, IF power spectrum (dB), 0.5% sweep nonlin, 0 dB ripple
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Figure6.31 IF power spectrum for 0.5% sweep nonlinearity (courtesy ERA
Technology)

for two cases: (a) perfect (zero nonlinearity) and (b) 0.5% nonlinearity. The main
effect is to broaden the width of the IF spectrum as the extent of nonlinearity increases
and increase the sidelobe level. Practically a useful system should aim to keep all
nonlinearities <0.1%. A further parameter, which must be carefully controlled, is the
purity of the spectral output. Both the phase noise spectrum and inband harmonics
should be reduced to low levels. In the case of inband harmonics, the effect is to
generate clutter, while in the case of phase noise the effect is to reduce the sensitivity
of the radar for adjacent targets.

The dynamic performance of FMCW radar for a triangular sweep waveform can
be estimated from the following example. A system with the characteristics given in
Table 6.3 is considered.

A graph of received signal versus range is shown in Figure 6.32. From this it
can be seen that the operating range of the radar system lies between the boundaries
defined by the system dynamic range clutter profile and target reflection loss. The
greater dynamic range of the FMCW radar is a significant advantage provided that
the sweep linearity can be maintained and the spectral broadening and sidelobes of
the IF envelope minimised. A graph of the ratio of peak/sidelobe level as a function
of linearity for several ranges [13] is shown in Figure 6.33.

It is also important that the frequency of the output is stable over time as instability
reduces the calibration accuracy, and hence comparison of measurements taken at
different times cannot be carried out.
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Table 6.3  Characteristics of an FMCW radar

Transmitter

Peak power

Antenna and cable losses

Mean radiated power

Repetition time

System clutter profile (rate of decay
of antenna time
sidelobes/crosscoupling,
intermodulation products and LO
phase noise)

Receiver

RF bandwidth

IF bandwidth

Equivalent thermal noise (300k)

Mixer noise figure

Minimum signal level

Maximum signal level

Dynamic range

Mixer intermodulation products

LO phase noise

500 mW
-9dB
61 mW

1 ms
10dB/ns

(26.9dBm)

(17.9dB m)

1GHz

13.3 kHz per metre (free space)
552 x 10717 W (—132dBm)
8dB

—124dBm

10dBm

134dBm

—30dBc

See manufacturer spec.

peak receiver

input power

20 receiver operating region

power, dBm

clutter level
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Figure6.32  Received signal level against time for an FMCW radar
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There are other particular features of an FMCW radar system, which must be
considered. With reference to Figure 6.28, the system block diagram, it will be seen
that a buffer amplifier is incorporated. The purpose of this is to reduce the effect of
changes in VSWR over the range of swept frequencies causing ‘frequency pulling’
of the VCO. Changes in VSWR can be caused by variations in antenna to surface
spacing or by changes in the characteristics of components such as the circulator
or mixer. The isolation (S7) of the buffer amplifier should be sufficient to reduce
frequency pulling to insignificant levels.

The amplitude—frequency transfer characteristics of all of the components in an
FMCW radar system should be substantially flat. Ideally, amplitude ripple levels
should be < + 0.25 dB, otherwise the radiated waveform will exhibit an amplitude
modulation which will cause spectral spreading of the IF waveform, with a resultant
loss of solution and system performance.

The FMCW radar shown in Figure 6.28 contains a number of features to enable
the linearity of the radar system to be optimised. The first element is a microwave dis-
criminator, which provides an output voltage whose frequency should be a constant.
Variation from a fixed value provides an error voltage, which is used to compensate
the drive voltage for the microwave voltage controlled oscillator. Provided the delay
time in the discriminator is short, the loop bandwidth of the control loop is adequate
and the rate of sweep is appropriately selected, the sweep waveform can be compen-
sated in real time for the inevitable nonlinearities which are found with a varactor
diode tuning element. Such devices do not exhibit a linear capacitance/tuning voltage
low, and require either static or dynamic linearisation.

In the block diagram shown, a tracking filter is included to acquire information
from the air-material interface reflection and use this to calibrate the radar.

The output from the IF will, in the case of the antenna transmitting into an infinite
lossy dielectric half-space, contain signals due to imperfections in the radar system
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itself. These will be chiefly caused by, in order of significance, reflected energy from
the antenna mismatch, leakage from port 1 to port 3 of the circulator, and leakage via
the directivity of the coupler.

As most of these signals will be at very low frequencies, a highpass filter in
the IF signal path can be used to reduce their effect. The same filter can be used
to compensate for the spreading loss in free space encountered by the radiated and
reflected signal. In voltage terms, an R~ variation translates to a highpass filter with
a 12 dB per octave attenuation characteristic.

In the case of a complex mixer with I/Q outputs, similarity of the mixer
characteristics is important and a well matched pair should be selected.

The complex output from the mixer consists of a set of frequencies representing
reflections from individual targets. If an inverse Fourier transform is carried out, then
a time domain representation of the target reflections can be generated. However, it
is well known that the resolution of the fast Fourier transform is sub-optimum for
most spectral analysis and a range of alternative transforms can be used to obtain
improved resolution. In a classic paper, Kay and Marple [14] discussed alternative
transform techniques and showed that the following methods could provide improved
performance compared with the FFT. This aspect is discussed in greater detail in
Chapter 7 on signal processing.

Typical examples of frequency-modulated signals received from buried targets
are shown in Figures 6.34 and 6.35. Further references to FMCW radars are found in
papers by Adler and Jacobs [15], Al-Attar ef al. [16], Botros et al. [17], Carr et al.
[18], Farmer et al. [19], Garvin and Inggs [20], Hua et al. [21], Ji-Chang [22], Olver
et al. [23], Olver and Cuthbert [24], Peebles and Stevens [25], Stove [26], Transbarger
[27] and Yamaguchi et al. [28-30].
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Figure 6.34  Typical FMCW radar received signal versus range in metres (courtesy
ERA Technology)
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6.5 Synthesised or stepped frequency radar

A synthesised system is essentially stepped frequency continuous wave radar [31, 32].
Any repetitive pulsed signal can be transformed to a frequency domain representa-
tion, which will consist of line spectra whose frequency spacing is related to the
pulse repetition rate and envelope is related to the pulse shape. Hence, a repetitive
impulsive waveform can be synthesised by transmitting a sequential series of indi-
vidual frequencies whose amplitude and phase are accurately known. An analysis of
the design of hardware and signal processing for an SFCW GPR system is given by
Langman {33].

Two forms of the synthesised radar can be considered. The first and simplest
system is a stepped frequency continuous wave as shown in Figure 6.36. The second
form is more complex in that each individual frequency is appropriately weighted in
amplitude and phase prior to transmission.

In both cases the difference frequency is of course composed of contributions
from all targets up to and beyond the ambiguous range given by

Ramb = ARN (6.33)

where AR is the range resolution and N is the number of frequency steps.
The radar radiates a sequence of N frequencies and the amplitude and phase of
the received and down-converted signal is stored. A complex inverse fast Fourier
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6.5 Synthesised or stepped frequency radar

A synthesised system is essentially stepped frequency continuous wave radar [31, 32].
Any repetitive pulsed signal can be transformed to a frequency domain representa-
tion, which will consist of line spectra whose frequency spacing is related to the
pulse repetition rate and envelope is related to the pulse shape. Hence, a repetitive
impulsive waveform can be synthesised by transmitting a sequential series of indi-
vidual frequencies whose amplitude and phase are accurately known. An analysis of
the design of hardware and signal processing for an SFCW GPR system is given by
Langman {33].

Two forms of the synthesised radar can be considered. The first and simplest
system is a stepped frequency continuous wave as shown in Figure 6.36. The second
form is more complex in that each individual frequency is appropriately weighted in
amplitude and phase prior to transmission.

In both cases the difference frequency is of course composed of contributions
from all targets up to and beyond the ambiguous range given by

Ramb = ARN (6.33)

where AR is the range resolution and N is the number of frequency steps.
The radar radiates a sequence of N frequencies and the amplitude and phase of
the received and down-converted signal is stored. A complex inverse fast Fourier
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Figure6.36  Block diagram of a stepped frequency radar system

transform or equivalent algorithm is then used to produce a time domain version of
the reflected signal.
The range resolution is given by
Re _°
T 2NAS

For example, radar using 256 steps with a frequency increment of 5 MHz would
achieve a range resolution in air of

(6.34)

AR =3 x 10%/2 x 256 x 5 x 10°

and an ambiguous range
Ramp = 29.95m

If the signal transmitted by the radar is given by
E} = E7 exp(—jwt)

in the case of a lossy medium and a single target the received signal can be
considered as

E
Eg = R—ga exp{j(2kR — wt)} (6.35)

where R is the range to the target, o is the target scattering cross-section and & is the
propagation constant.

The received signal can be represented by a phasor as shown in Figure 6.37. As
the operating frequency is changed such that k changes by Ak, the phasor rotates by
an angle equal to 2AkR.

Evidently the amount of rotation is related to the target range. If the transmitted
signal is incrementally increased, the frequency of the received signal will be related
to the range, taking into account the propagation constant.



222  Ground penetrating radar

' _ r =range
imaginary ¢ =targetc.s.a.

- -~ f = propagation constant
~. Ep=transmitted field strength

real

’

.
\\ /’
"/ 20Bry

(if transmitted frequency changes then f§ changes, hence E,O rotates)

Figure 6.37  Phasor representation of measured signal from a single target
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Figure 6.38  Phasor representation of received signal from multiple targets

For multiple targets the received signal becomes the phasor sum of all contribu-
tions as shown in Figure 6.38,

N-1
Ep=) Em (6.36)
n=0

The range to each target can be determined by performing a suitable transform
with respect to the steps of frequency. The received signal can be expressed as

N-1

E

Ey = Y 25T expljm{(fo + nd fire)/e) (637)
k=0 k
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where ry is the distance to the kth target, o, is the target scattering coefficient, fy is
the start frequency, A f is the frequency increment and » is the number of frequency
steps.

This equation can be seen to take the form of a discrete Fourier transform and
therefore the scattering magnitude of oy can be obtained using a fast Fourier transform
to indicate depth, in quantised steps, of a target.

A synthesised system may be operated such that the received signal may be inte-
grated as long as convenient in relation to the radar survey speed. Typically each
frequency might be transmitted for a time of 100 s and the resulting intermediate
frequency integrated for this interval, thus providing a receiver bandwidth of

B=1/t

which for this time would equal 10 kHz.

Evidently the receiver thermal noise over this bandwidth is very much lower than
that of the receiver of the time domain radar, and an improvement of typically 50 dB
in noise performance compared with the latter can be achieved.

In the case of synthesised radar simple anti-aliasing filters cannot remove contri-
butions to the received signal outside the ambiguous range. It is therefore important
to choose operating parameters that minimise the aliasing effect. One method is to
determine the range gate of the target iteratively. The initial measurement is taken
with low resolution and large ambiguous range. The range to the target is determined
and the resolution is then increased.

Normally the radar is calibrated both to establish a reference plane for measure-
ment as well as to reduce the effect of variation of the frequency characteristics in
components and antennas.

The radar system will introduce additional phase shifts on the transmitted and
received system. These will be caused by the electrical lengths of the signal paths to
the antennas and the effective radiation phase centre of the antennas. This means that
the phases of the transmitted and received signals will be different at each integer
frequency and will require compensation.

One method of calibrating the radar [32] is to place a known reflector at a defined
distance from the antennas. A metallic plane is suitable. The compensation factors can
be adjusted such that the indicated range then equates to the actual range. Essentially,

ETO' . .
E, = 5 expljCkres — wt) + J¢ref} (6.38)

rref

Evidently it is important that the recorded values of amplitude and phase at each
frequency are accurately related. Any temporal variation in the system characteris-
tics, which degrades the system calibration, will of course reduce the resolution and
accuracy of measurement.

In addition, the repeatability of the frequency is important and must be such that
the calibration remains valid.

The main advantages of a stepped frequency continuous wave radar are its ability
to adjust the range of frequencies of operation to suit the material and targets under
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investigation, a higher mean radiated power level per spectral line, and the ability to
integrate the received signal level, hence improving the system sensitivity.

The calibration of the radar does, of course, depend on stable system char-
acteristics and antenna parameters that are invariant with front surface-antenna
spacing.

The synthesised pulse radar is a variant of the stepped frequency continuous
wave radar in that the relative amplitudes and phases of the transmitted frequencies
are adjusted on transmission in order to synthesise the desired pulse waveform.

A significant advantage for this approach is that it is possible, within limits, to
take account of the frequency characteristics of the antennas. For example, weighting
the amplitude of the low frequency spectral lines can compensate the low frequency
cutoff point of an antenna.

However, the requirement to maintain an accurate phase relation between each
of the spectral lines is difficult to achieve in real time. It is generally easier to carry
out computation on down-converted and recorded data; hence the stepped frequency
continuous wave radar is a more economical design option.

6.6 Noise modulated radar

6.6.1 Introduction

Noise modulated radar offers some very attractive possibilities to the designer of
GPR systems. The radiated power is evenly spread throughout the spectrum and the
receiver is less susceptible to interference. However, until recently such systems were
relatively rare. Developments over the last few years are changing that situation, and
more efforts are being put into the development of noise radar systems. Guosui et al.
[34] describe the development of random signal radar (RSR) over the past 30 years.
They review conventional methods of implementing such as correlation, spectrum
analysis and autocorrelation, and consider the advantages and disadvantages of noise
frequency modulation CW radar and random binary phase-coded CW radar.

Some of the key design issues in terms of noise radar are the ambiguity func-
tion and the range sidelobe suppression. Dawood and Narayanan [35] consider the
underlying issues in terms of optimising the ambiguity function. They developed an
ultrawideband (UWB) random noise radar system which transmits an ultrawideband
random noise (Gaussian) waveform with uniform power spectral density (PSD) in
the 1-2 GHz frequency range. They showed that for a random noise radar a correlator
matched to the transmit process is required and that, for a UWB transmit random
process, the compression or stretch due to the range rate on the envelope of the return
process cannot be ignored.

When applied in airborne imaging surveillance, ultra-wideband (UWB) random
noise radars have their special merits. Xu and Narayanan [36] showed that because
of the randomness and the ultra-wide bandwidth of the transmit and receive signals,
such radars can be used for covert detection and identification, and are immune from
hostile detection and jamming while preserving very high range resolution. However,
the images are plagued with artefacts caused by high range sidelobes. They proposed
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a new technique for the range sidelobe suppression of UWB random noise radar,
which combines median and apodisation filtering.

A key development has been by Dr Juergen Sachs of the Technical University
of [lmenau, Germany, and the MEODAT company, who have jointly developed an
integrated circuit SiGe-technology radar ‘chip’. This offers considerable potential
and is described in the following Section.

6.6.2 M-sequence radar
Dr Juergen Sachs

A maximum length binary sequence, in short an M-sequence, is a special kind of
pseudo-random binary sequence (PRBS). PRBS signals x () are periodic and as such
they are not really random. They have, however, properties which are very close to
those of real random signals — for example, a short, pulse-like autocorrelation function

Ryx(7):
Ry (7)) = %/ x(#) x(t + 1) dr —> pulse-like (6.39)
T

The power spectrum of the signal x(¢) is given by the Fourier transform of its
autocorrelation function:

Sex(f) = [ " Re(0) e dr (6.40)

—00

The PRBS signals consist of elementary impulses (chips), which are seemingly
randomly distributed within a signal period.

A signal having a short autocorrelation function has a large bandwidth and thus
it can, in principle, be used as a stimulus in high-resolution, ultra-wideband (UWB)
radar. It is, however, not beneficial to consider the received signals y(r) (caused,
for example, from the backscattering of a PRBS at a target) immediately as they
cannot be interpreted due to their random nature. The situation changes by exam-
ining the crosscorrelation function Ry, (t) between stimulus and receive signal as
in (6.41):

1
Ryx(t) = T /T y() x(t + 1) dr (6.41)

The information of interest is the shape of the impulse response function (IRF) h(z)
between the feed points of the transmit and receive antennas. It contains the scatter-
ing behaviour of the targets (embedded by the radiation behaviour of the antennas).
The IRF, as well as autocorrelation and crosscorrelation functions, are related by a
convolution in (6.42).

Ryx(t) = h(x) ® Ryx(7) (6.42)
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For comparison the direct relation between the stimulus x (¢) and the system response
y(t),1is given in y(¢) = h(t) ® x(¢).
(6.42) simplifies to:

Ry (1) ~ h(t) for Ryy(t) = 6(1) (6.43)

if the autocorrelation function is a Dirac pulse §(z).

Practically, (6.43) means that the crosscorrelation function between the receive
and stimulus is proportional to the impulse response function as long as the autocor-
relation function of the stimulus is narrow compared to the impulse response of the
device under test. Translated to the spectral domain, (6.43) requires a bandwidth of
the stimulus exceeding that of the device under test. Finally, (6.43) comprises a corre-
sponding approach as used for the classical impulse excitation. There is accordingly
no large difference in data interpretation between impulse technique and correlation
technique if one exchanges the stimulation pulse x (r) by the autocorrelation function
R, (7) and received signal y(7) by the crosscorrelation function Ry, (7).

On first examination, the correlation technique complicates the determination of
the impulse response function h(t), since the function Ry, (#) must be determined,
whereas the impulse technique is satisfied even with the captured signal y(¢). How-
ever, the correlation technique opens up many different practical solutions, since the
designer is not limited to a particular signal shape as with the impulse technique.
Equation (6.43) in connection with (6.40) only requires a stimulus signal with a large
bandwidth, irrespective of their time domain characteristics.

Probably the most important result is the ability to replace impulsive waveforms
by signals, which spread their energy equally over a long time, hence reducing the
peak power. For this reason, the electronics only has to handle low voltage signals,
which allows for monolithic circuit integration and fewer problems with limiting
effects. Furthermore, the charge and discharge of parasitic circuit elements profits
from low voltage variations, which results in an increased bandwidth of the signals.

The backscattered waveform must, however, be compressed in the receiver to
recover the range resolution. In that sense, the impulse compression is nothing more
than the correlation according to (6.41). The impulse compression is implemented by
a matched filter in many cases. That means, one expresses the correlation (6.41) by a
convolution provided by a filter having an impulse response function h,, (1) = x(—1t),
which is equal to the time inverse of the transmit signal x(r). It is, however, not
possible to build an analogue matched filter for ultra-wideband signals. A so-called
sliding correlator could be an alternative to convert (6.41) by electronic means. This
requires an auxiliary PRBS-generator in the receiver, a wideband multiplier (mixer)
and a lowpass filter (integrator). The auxiliary PRBS-source has to provide the same
signal as the main PRBS-source in the transmitter. By shifting stepwise, the initial
state of that auxiliary PRBS-source, the delay 7 can be changed. Thus, one is able in
this way to gain the crosscorrelation function Ry, (t) successively. This method is,
however, awkward and less flexible.

Furthermore, the output signal of the sliding correlator as well as the matched
filter is again a short, pulse-like signal, which tends to overload the follow-up elec-
tronics. From that viewpoint, a digital impulse compression is to be preferred since



Modulation techniques 227

single stage shift register

or unit delay

@ modulo-2 adder

modulo-2 multiplication

Figure 6.39  State-machine model of a general 4th-order shift-register generator
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high dynamic signals as pulses can always be handled by an appropriate number
format. The stepped-frequency radar uses this approach since it provides an ‘impulse
compression’ of sine waves via the inverse Fourier transform. Finally, the stepped-
frequency radar is nothing more than a specific conversion of (6.41) via a more or
less effective way into the frequency domain.

A direct and neat way to solve (6.41) for UWB applications up to the GHz range
is the use of M-sequences. Some illustrations on the mathematical and number the-
oretical bases of M-sequences are to be found in Peterson et al. [37]. A simple
way to generate M-sequences is given by the use of digital linear feedback shift
registers. Figure 6.39 shows the general structure of such a shift-register generator.
Shift-register sequences having the maximum possible period for a given number of
register stages are called maximum length binary sequence or simply M-sequence.
However, for every shift-register length there exists only one or a few feedback com-
binations, which actually leads to an M-sequence. A table summarising all allowed
combinations up to an order of 40 of the shift-register is also given in Xiang [38].
One period of the M-sequence covers all possible states of the shift register except
the state 000. . .0. Consequently, one period of the output signal contains N = 2" —1
chips if n is the order of the shift register.

The single stage shift register is simply a D flip-flop which is pushed by a clock
generator of frequency f;. It provides a unit delay of . = 1/ f.. The state of the
flip-flop r is represented by s, € {0, 1}. The modulo-2 adder is an XOR-gate and the
modulo-2 multiplication is nothing but a connection if g, = | or a no-connection for
g =0.

Some properties of an M-sequence shall be demonstrated with the example of a
4th-order shift-register generator. In this case, there is only one possibility to arrange
the feedback: it is g4 = g1 = go = 1 and g3 = g2 = 0. The states of one period
of the output signal results in x, = m, = {111100010011010}. For measurement
purposes this sequence is used to stimulate the systems under test. However, both
states 0 and 1 usually represent the same (absolute) value Vs of signal voltage but
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of an idealised 4th-order M-sequence

they are of opposite sign. Thus, the rms-value of such a bipolar stimulus is identical
to V. The typical (idealised) time shape of a bipolar M-sequence is represented in
the upper part of Figure 6.40. For comparison, the time shape of a real M-sequence is
shown in Figure 6.41. Note that only a portion of the complete curves is represented
in order to be able to see details. Only 20% of one period is shown and the spectrum is
restricted to the range from DC to 1 GHz. The period of the transmit signal determines
the ambiguity range Ry of a radar, i.e.

cTy _ cN

Ry = = —
T2 T

(6.44)
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where c is the speed of light and f, represents the rate of the clock generator, which
drives the shift register.
The autocorrelation function (see Figure 6.40) of an M-sequence is a periodic
function of short triangles. Its FWHM-value corresponds to the unit delay 7. of the
shift register. Therefore, the theoretical range resolution of an M-sequence radar is

8r,idealised =

cAr_348
2 Je

~ 0.6t = 0.6— (6.45)
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The value At_34p herein refers to the minimum time distance which allows us to
separate two identical triangular pulses by a —3 dB depression of the sum signal.

It can be seen from Figure 6.40 that by increasing the clock rate f. the auto-
correlation approaches a (periodic) Delta-function as was required by (6.42) for the
determination of the impulse response function k(¢) for a DUT.

The power spectrum of the M-sequence results from Fourier transforming its
autocorrelation function, i.e. which results in a line spectrum having an envelope
determined by a sinc?-function (see Figures 6.40 and 6.41). Nearly 80% of the energy
of an M-sequence is concentrated within the frequency interval DC to f./2. Thus it
is wise to limit the usable bandwidth to B = f./2. Otherwise, the receiver noise
increases proportionally compared to the signal power, which will degrade the range
resolution performance. Thus, a more realistic value for the range resolution results in

c c

B F (6.46)

o ~
which is close to the ideal value given by (6.45).

As shown, the minor restriction to a bandwidth of B = f,/2 has practically no
influence on the radar resolution, but it has a decisive impact on the whole design of
the M-sequence radar system. As shown below, this concerns mainly two aspects —
the implementation of the crosscorrelation (see equation 6.41) and the control of the
signal gathering.

As noted above, the goal is to determine the impulse response function A (¢) of the
transmission channel — transmit antenna — scatterer — receive antenna. This is achieved
by stimulating the DUT by an M-sequence x(t) = m(z) and capturing the response
y(¢) of the DUT. The impulse response function 4 (¢) corresponds approximately to
the crosscorrelation function Ry, (7) between m(¢) and y(z), if the bandwidth Bpyr
of the DUT is below Bpyr < B = f./2 (see also equation 6.43).

To respect the Nyquist theorem, a maximum bandwidth of B = f,./2 implies a
minimum sampling (digitising) rate of f., i.e. one sample per chip of the M-sequence.
Thus, a complete set of measurement data covers a sequence of N data samples of
the M-sequence m(n) = {my my m3 --- my}and of N data samples of the
DUT response y(rn) = {y; y2 ¥3 --- yn}. Since all signals are periodic, the
determination of the crosscorrelation function Ry, (n) (see equation 6.41) represents
a cyclic procedure which can be expressed by the matrix relation (6.47),

Rym,1 my my m3 --- MmN Y1
Rymp my mp my - mMN—] 2
Ryma | = [mn—1 my mp -+ my2| | »m (6.47)
Rym.n my; m3 mg -~ m YN
respectively

Rym =M-Y
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It should be noted that (6.47) describes a general way to provide the correlation func-
tion of periodic signals. Itis not exclusively restricted to the use of M-sequences. Thus
(6.47) can be used to provide the crosscorrelation function referring to the sampled
idealised M-sequence (see Figure 6.40) as well as referring to the real M-sequence
(see Figure 6.41) if it is gathered by a reference channel.

In many applications where one is usually satisfied with the idealised M-sequence
as reference, the elements of the matrix M are exclusively +1 or —1 (respectively,
+Vus or —Vys). By permutation and adding a ‘dummy’ row and column, M can be
expressed by a Hadamard matrix H (see [38] for details),

M=P-H-Q (6.48)

The M-matrix is of order N by N, i.e. 2” — 1 by 2" — 1, and the H-matrix is of order
2" by 2" - P and Q represent permutation matrices. They are of order 2" — 1 by 2"
and 2" by 2" — 1, respectively. Every column and row of these matrices contains only
one element at maximum with the value 1. The remaining elements are zero. Thus,
(6.48) is not connected to an extensive matrix multiplication. It rather corresponds to
a simple rearrangement of rows and columns.

Hadamard matrices having an order of a power of two can be built from a
simple rule:

H =1

A, H
Hy, = [H —H,] (6.49)

Joining (6.47) and (6.48), the calculation of the crosscorrelation Ry, is finally
attributed to a re-ordering of data samples and a multiplication with a Hadamard
matrix. By the fast Hadamard transform (FHT), this multiplication can be under-
taken in a very effective way. The FHT is organised by butterfly operations similar to
that of the FFT. The FHT butterfly, however, only contains addition and subtraction
operations, as demonstrated in Figure 6.42 for the two simplest examples.

The practical result of the above described procedure is represented in Figure 6.43.
It was gained by connecting the output of a 9-stage shift register via an attenuator to
the signal gathering unit. The shift register was driven by a 9 GHz clock (compare
also Figure 6.44).

The spurious signals onto the impulse base are caused by the imperfection of
the real M-sequence; these may be eliminated from the data by calibration and
deconvolution, respectively, by referring the crosscorrelation to the real transmitted
M-sequence.

The data gathering must respect the Nyquist criteria, which poses a challenging
task for every digitised RF-receiver. Fortunately, the Nyquist criteria can be met more
easily by an undersampling method if periodic signals are used. (Undersampling
means that only one or a few data points are gathered within each signal period.)
The points must, however, be different at every period. By rearranging the captured
samples, one finally obtains an impression of the waveform. The virtual time distance
At, between these data samples can be quite narrow even if the real sampling rate is
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Figure 6.44  Basic structure of an M-sequence radar
The DUT consists of the transmit antenna, the scattering scenario and
the receive antenna

very low. The inverse of At, corresponds to the so-called equivalent sampling rate
fs,eq- Thus, by such an approach, the equivalent sampling rate has to meet the Nyquist
criteria and not the real sampling rate. This simplifies the electronics and reduces the
system costs. It is widely used in many wideband data gathering systems.

Even if undersampling greatly simplifies the data gathering, the correct and stable
control of its timing is still a challenge because the precision of this timing strongly
determines the overall performance of the radar system. One of the most important
features of the M-sequence approach is that this timing can be performed in a very sta-
ble and exact way. Remember, one data sample is needed per chip of the M-sequence
and the sequence length covers 2" — 1 chips. Every beat of a generator pushing the shift
register releases one chip. This means that if the sampling rate equals the clock rate,
only one period is needed to gather all data but the measurement rate is extremely
high (real time sampling). If the sampling rate equals half the clock rate, the odd
numbered data samples are captured during the first period of the M-sequence and
the even numbered samples are gained within the second period. Thus, by halving
the sampling rate, two periods are required to complete the data set. Quartering the
sampling rate involves four periods in the measurement process. The data samples
having the numbers 1,5,9... N — 2 are gathered within the first period. The second
one provides the samples of number 2, 6, 10, . .. N — 1, the third provides the samples
3,7,11,... N and the remaining samples 4,8,12,... N — 3 are captured within the
fourth period. The example implies that any sampling rate which corresponds to a
power of two fraction of the clock rate £, is able to control the data gathering. In other
words, the sampling process in an M-sequence radar is controlled by a binary divider.
The more stages it has the lower the sampling rate is (the simpler the electronics
may be) but the slower the measurement proceeds.

Summarising the above leads finally to the basic block schematic diagram,
Figure 6.44, of the M-sequence radar. The whole system is controlled by a single-
tone RF-generator with good phase noise and drift characteristics. The shift register
provides the stimulus signal and the binary divider controls the data gathering. As
usual for digital circuit elements, the shift register can be additionally controlled by an
enabling-gate. This provides the opportunity to construct and to operate multi-channel
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Figure6.45 Multichannel arrangement

arrangements as UWB-antenna arrays in a simple fashion; Figure 6.45 shows the
schematics. The whole measurement procedure covers a minimum of K steps if K
stimulation channels are involved. Within one step only one shift register is switched
active, and the remaining registers are disabled. The receiver channels are gathering
the data in parallel.

The measurement data are captured before digitising by a sampling gate
(Figure 6.44), which is either working in a track-and-hold or a sample-and-hold
mode. In contrast to the classical approach, the sampling gate is controlled by a
binary divider and not by ramp voltage, which is crossing a moving threshold (see
dua! ramp timing circuit, Figure 6.23). This results in an absolute linear time scale
of the measurement data since the divider has to run through all its states before it
releases the next sample. Thus, small differences between the individual stages have
no effect.

Furthermore, the divider guarantees an excellent jitter and drift performance,
as shown in Figure 6.46. The fundamental principle of a timing system works by
detecting the crossing of a threshold by a voltage ramp; however, neither the threshold
nor the ramp are ideal. They are subjected to slow offset variations and random errors,
which causes time drift and jitter. Considering the simple model in Figure 6.46, the
rms-jitter is approximately given by

Rrms
tAt 6.50
e (6.50)
That is, the jitter is proportional to the rise of the reference waveform. The shorter
the rise time is the better the jitter rejection will be. Time drift can be considered in
the same way, resulting in a corresponding behaviour if the threshold, for example,
underlies slow offset variations. The timing control of the M-sequence radar is based
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Figure 6.46  Origin of jitter by flank triggering

completely on sharp pulses. This concerns both the shift-register generator and the
binary divider. Thus, good jitter and drift rejection is provided by principle.

Finally, the overall stability of the system is determined to a great extent by
the RF-clock generator. The stability of the M-sequence radar approaches the per-
formance of a network analyser. Consequently, usual network analyser techniques
to increase the system performance by calibration routines can be adopted. Thus,
inevitable imperfections of the UWB hardware can be partially compensated by cali-
bration and software if necessary. It is emphasised here once again that the first priority
inorderto succeed in calibration is determined by the system’s long-term stability. Cir-
cuit ageing and temperature influence will also act upon the frequency and quality of
such a calibration. Since the shift-register generator and sampling gate, which are the
most critical parts in this sense, are quite different circuits they will behave differently
with ageing and temperature variations. To suppress this effect, it is recommended to
capture both the transmit as well as the receive signal by identical circuits as it can
be expected that identical circuits behave similarly with ageing and temperature.

The maximum operational bandwidth of the radar system is mainly determined
by the maximum value of the clock rate of the shift-register generator. This is once
again limited by the gate delay within the flip-flop, respectively the XOR-gate. To
minimise this, one is forced to reduce the circuit size by a monolithic integration.
Several semiconductor technologies are available for this purpose, depending on the
required bandwidth and manufacturing costs. A good performance with regard to costs
and bandwidth is provided by the SiGe-technology, which permits clock rates well
beyond 10 GHz. Figure 6.47 represents an example of a practical implementation.
Two customer chips are mounted on a multi-layer LTCC (low temperature co-fired
ceramic) for wiring. These are the sampling gate (operating in the T& H-mode) and the



236 Ground penetrating radar
differential RF-ports

shift-register generator,
binary divider T&H circuit
| /

control lines

I cm

Figure6.47 Heart of RF-part of M-sequence radar (courtesy MEODAT GmbH)

Figure6.48 Complete RF-part of all 9 channels of a 3 x 3 UWB-radar array for
landmine detection (courtesy MEODAT GmbH and QinetiQ)
Each of the channels is able to transmit and to receive

shift-register generator joint with the binary divider. The circuit layout is completely
differential in order to reduce crosstalk effects. This is important to consider because
even ifthe used circuit principles come from digital circuitry, their analogue behaviour
is employed. A further example is shown in Figure 6.48, representing a multichannel
system. Owing to the concept of a centralised main clock for all sub-systems, good
synchronism between channels is achieved.

Analogue to digital conversion, signal processing and operational control could be
theoretically undertaken by a normal DSP-board or a PC. However, this would cause
losses in the system performance concerning dynamic range and real-time capabilities.
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It is for this reason that it is appropriate to apply special hardware to enable averaging
for noise reduction, even if only a short measurement time is available, or to gather
high speed data for highly time variable targets.

6.7 Single frequency methods

Single frequency methods of imaging are based on the technique of viewing the
target from a number of physically different positions in an aperture over the target
recording the amplitude and phase of the received signal and then mathematically
reconstructing an image of the radiating source. Essentially a synthetic aperture is
constructed over a defined aperture at the measurement plane.

In general, most antennas used in ground penetrating radar have relatively low gain
and hence a wide beamwidth which results in poor resolution in either x or y dimen-
sions. Synthetic aperture methods aim to increase x or y resolution by synthetically
generating an antenna with a large aperture and consequent reduced beamwidth.

The synthetic aperture array must consist of a minimum number of samples to
avoid aliasing. The minimum number is given by [39]

2Rp?
A

where § is the antenna beamwidth in radians, R is the range to the target and X is the
radiated wavelength.

There are several variations on the synthetic aperture method which can be con-
sidered. Where a single frequency is used, holographic methods can be employed to
generate an image. The holographic method records the amplitude and phase of the
received signal in a plane over the target. This function is then correlated with a
test function which is set to provide a maximum value of the crosscorrelation where
reflection occurs and to be zero elsewhere.

The holographic image reconstruction method is defined in the two-dimensional
case by the correlation between the test function A(x,7) and the received signal
vy (x,, 1), where x is the co-ordinate vector of the imaging point and x, is the
co-ordinate vector of the receiving point, as shown in Figure 6.49, and v, (x,,?)
is the signal received at the receiving point.

The linear operation to reconstruct the image is defined by [39]

N =

(6.51)

o0
b(x) = ] f f 0y Gy OB (x — x,1) dedx,dy, (6.52)
—00
As the received signal can be considered to be:
1 o0
vi(x,,t) = 2—/ V(x,, w)exp j(wt) dw (6.53)
6 d 2
vy Gy £) = —— / / cos (’ ") drdy (6.54)
c

where o (x) is the reflectivity of the target.
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Figure 6.49 Co-ordinates of holographic imaging system
Hence the image function of the object T is
1
b(x) = —/fo‘(x,)bo(x — x,)dxdy (6.55)
2ree J Js
where
6 d @ —2/x—x
bo(x) = //f Sk =2 =uD, o dedy (6.56)
[x — x| dt c

The effect of material attenuation is significant as the general effect is to apply a
windowing function across the recording aperture, thus limiting its useful size in
relation to sharply focused images as shown in Figure 6.50.

In addition, the effect of both material attenuation and relative permittivity on
the antenna beamwidth should be considered. As the values of loss and relative
permittivity increase, the beamwidth of the antenna decreases, and this degrades the
gain of the synthetic aperture. In general, synthetic aperture methods are most useful
in lower loss materials. Typical images are shown in Figure 6.51.

Single frequency methods require accurate recording over a line and over the
complete aperture. This accurate registration of the data is important and is somewhat
difficult to achieve under field conditions. Most previous work [39, 40] used accurate
mechanical scanning X-Y frames, and the practical difficulties of using these in
real life conditions have limited the use of single frequency holographic methods.
However, advances in low cost robotic technology may overcome some of the past
hurdles.
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Alternative methods of multi-frequency image reconstruction are based on diffrac-
tion stack migration, Kirchhoff’s methods and Green’s function methods, which will
be referred to in Chapter 7 on signal processing.

6.8 Polarisation modulation

Any target which possesses a linear scattering geometry can be identified by means
of its polarisation scattering matrix.
In the case of a linear target,

E; = SE; (6.57)
where
ES Sex S Ei
E.=|x|=|9* xy][ X] (6.58)
’ [Ei] [Syx Sy | LEy

and the predominantly linear feature lies in the x-axis and is lower in impedance
than the surrounding material, then the parameter Sy, predominates. This is usually
the case for buried metal targets, whereas in the case of plastic, where the dielectric
surround has a higher impedance than the target, Sy, > Syx. As Syy and S, tend to
zero, then the backscattered E field is largely parallel to the target axis in the case of
a parallel incident E field applied to a linear metallic target.

When a plastic pipe is illuminated with an orthogonal incident E field the
backscattered E field is the largest component of the reflected signal.
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Figure6.51 Holographic data from two orthogonal scans: (a) data; (b) subtracted;
(c) focused in the object plane (after Junkin)
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Many systems have exploited this polarisation sensitivity by using orthogonal
transmit and receive antennas. The crossed dipole exhibits a much lower crosscou-
pling than a copolarised pair and this improves the system detectivity.

It is well known that targets such as pipes, as well as shells of various calibres
and cracks, act as depolarising features. A linearly polarised crossed dipole antenna
rotated about an axis normal to the target produces a sinusoidal variation in received
signal. However, the null points are a distinct disadvantage because the operator is
required to make two separate, axially rotated measurements at every point to be sure
of detecting pipes at unknown orientations.

If such acrossed dipole is rotated around its own axis, the amplitude of the received
signal will vary sinusoidally with the angular rotation of the antenna. Following
Daniels ef al. [41],

E; = E; (—sinf cos8) l:g“ gxy] [Z?;g] (6.59)
yx  Oyy

Hence if Syy and S, are neglected, then
1
E; = E, {E(Sxx — Syy) sin 29} (6.60)

In real life, additional received signals caused by a variety of factors such as changes
in crosscoupling between the crossed dipoles due to objects or variations in local
impedance on the ground surface will contribute to E,, which can be rewritten as

E, = Kicosf + K2 E{(Scx — Syy)sin26} (6.61)

The need for rotation of the antenna is physically restrictive, and electronic means of
rotation have been considered.

One design possibility is to synthesise a circularly polarised signal. Any wave
of arbitrary polarisation can be synthesised from two waves orthogonally polarised
to each other. As shown in Chapter 5, Section 5.8, a circularly polarised wave is
produced by exciting vertically and horizontally polarised waves, each having the
same amplitude and with a 90° phase difference between them.

The radiating elements are fed, via wideband (preferably decade) 180° and 90°
hybrids, to radiate circular polarisation. If right-hand circularly polarised signals are
transmitted and received, the preferential detection of linear features is achieved. If,
however, right-hand circularly polarised signals are transmitted and left-hand circu-
larly polarised signals are received, planar features are detected. Hence, if connections
to the radiating elements are arranged and switched appropriately, the signals routed
to the receiver contain different data according to the sense of polarisation. The data,
therefore, can be processed separately and in a different manner to provide images of
different targets in the material under investigation.

Unfortunately hardware deficiencies limit the performance; firstly, it is difficult
to achieve wideband operation with 90° hybrids (at least over a decade) and, second,
even the fastest state-of-the-art GaAs switches have unacceptably high break-through
levels.
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In view of these difficulties the feasibility of using a commutated multi-element
crossed dipole array can be considered, and this technique is rotating linear rather
than circular polarisation.

A simple option is an eight-element antenna in which the crossed dipole pairs
can be switched at intervals of up to 1 ms so that the two crossed dipole pairs are
orientated between 0° and 45° as shown in Figure 5.47. This antenna proved to be
successful proof of the concept demonstrator.

Full commutation over 360° in 45° steps could be achieved as shown in Chapter 5,
Section 5.8 by using PIN diode switches (to handle the transmitted power) operating
at a switching interval of 1 s, thus achieving 360° rotation in ~10s. The possibility
of real time discrimination using filters based on recognition of the cos 2¢ amplitude
variation of each range sample is also possible. Operationally, such a system would
have the advantage of being able to survey rapidly without the limitations imposed
by mechanically rotated antennas.

Conventionally, circular polarisation refers to a steady-state condition during
which a long duration pulse or CW waveforms are transmitted. For impulse radars,
the pulse duration is very short (<5 ns) and hence a more complex transient situation
is encountered. In general, several cycles of transmitted wave are needed to establish
the state of circular polarisation.

One method of radiating circular polarisation with an impulse waveform is to
use an equi-angular spiral antenna. Unfortunately, the dispersive nature of this type
of antenna causes an increase in the duration of the transmitted waveforms, and the
radiated pulse takes the form of a ‘chirp’ in which high frequencies are radiated first,
followed by the low frequencies. This effect, however, may be compensated by a
‘spiking’ filter, which may take the form of a conventional matched filter or a more
sophisticated filter such as a Wiener filter. The use of such an antenna has been shown
[42] to be a useful method of implementing pipe detection radar, and plastic pipes
buried in wet clay have been detected up to a depth of 1.0 m. Further references are
found in Ueno and Osumi [43], Junkin and Anderson [44], Anderson and Richards
[45], Osumi and Ueno [46, 47] and Tanaka et al. [48].

6.9 Summary

The vast majority of ground penetrating radar systems that have been built are based
on the time domain amplitude modulated system approach. The general simplicity
of concept and relatively lower cost of production when compared with frequency
modulated or step frequency radar systems have been powerful reasons up till now for
the choice of impulse radar methods. However, the technical performance of impulse
radar systems is generally severely limited by the receiver, which is a sampling
down-converter exhibiting a poor noise figure and conversion efficiency.

For this reason attention has been paid to alternative designs. The continuous wave
frequency modulated system design requires a high performance in terms of linearity
of frequency sweep with time, and this is often difficult to achieve within tight budget
constraints. The step frequency continuous wave radar offers considerable promise for
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the future now that the performance of synthesised frequency sources has improved
and their cost has decreased. The major advantage of the frequency modulated systems
is their improved receiver performance in terms of dynamic range compared with
the impulse radar system. Noise modulation techniques offer considerable potential
advantages, and developments are gathering pace.

Single frequency systems using holographic image reconstruction techniques
have been shown to be viable but the physical difficulty of accurately recording
over an aperture has tended to limit their use.
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Chapter 7
Signal processing

7.1 Introduction

The objective of this Chapter is to provide an introduction to those methods that have
been used to process data. The area of signal processing is so extensive that only a
basic introduction to the topic is possible. The recommended references will provide
further material for those wishing to investigate the topic in greater detail.

Inevitably, some users may consider that their favourite method has not been given
sufficient prominence or that some combinations of methods may provide improved
performance. Unfortunately, it is impossible to satisfy all interests.

The author’s view is that signal processing is primarily a means of reducing
clutter. Fundamentally, the signal to clutter ratio of the radar data is the key to target
detection. Most system noise in GPR systems can be reduced by averaging. GPR
is heavily contaminated by clutter, and reduction of this is a key objective. The
cost—benefit of implementation should be clearly demonstrated before superficially
attractive but practically unsound methods are incorporated. Clearly, the wide range
of targets, applications and situations encountered is likely to task even the most
robust algorithm, and the user should assess the latest algorithm with some care.

The general objective of signal processing as applied to surface-penetrating radar
is either to present an image that can readily be interpreted by the operator or to
classify the target return with respect to a known test procedure or template.

The image of a buried target generated by a GPR radar will not, of course, corre-
spond to its geometrical representation. The fundamental reasons for this are related
to the ratio of the wavelength of the radiation and the physical dimensions of the
target. In most cases for surface-penetrating radar the ratio is close to unity. This
compares very differently with an optical image, which is obtained with wavelengths
such that the ratio is considerably greater than unity.

In surface-penetrating radar applications, the effect of combinations of scattering
planes, for example, the corner reflector, can cause ‘bright spots’ in the image, and
variations in the velocity of propagation can cause dilation of the aspect ratio of the
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image. While many images can be focused to reduce the effect of antenna beam
spreading, regeneration of a geometric model is a much more complex procedure and
is not usually attempted.

An alternative approach, which seeks to reduce the workload on the operator,
is to correlate the image with a known template and derive a spatial correlation
coefficient. Promising results have been obtained using pole-zero methods as well as
neural network approaches.

A major source of error in GPR data is the reflection from the surface of the
ground. Abrahamsson ef al. [1], O’Neill et al. [2] as well as Wu et al. [3] report on
methods to reduce the effect of ground surface.

The general procedure when processing data is to store the data in the appropriate
dimensional format and then apply appropriate algorithms.

With reference to Figure 7.1 the data can be considered to be of the form

fxy,2) = Axi, ), 2k) (7.1)

overtherangesk = 1to N, j = lto M,andi = 1to P.

Note that time and depth of the Z-axis can be considered to be interrelated by the
velocity of propagation.

A single waveform or A-scan is defined as

f (@) =AW, yj,2) (7.2)

over the range k=1 to N, i = constant, j = constant.
An ensemble waveform set or B-scan is defined as

fx,2) = Axi, yj,26) (7.3)

over the range k = 1 to N,i = 110 P, j = constant
or

f,2) = A(xi,¥5,2k) 74

over the range k = 1to N, j = 1to L,i = constant.
An ensemble waveform set of a C-scan is defined as

f(x,,2) = Axi, yj, 2k) (7.5)

overtherange j = 1to M,i = 1to P, for aselected value of Z orrange of values of Z.

In general, most published surface-penetrating radar data have been processed
and presented in either A-~, B- or C-scan form. The processes applied to each data
format can be broadly classified as follows:

(a) A-scan processing
(b) B-scan processing. Note that the dimensions can be considered interchangeable,
that is, the same processes may be useful for x-z, x-y or y-z planes.
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Figure7.1 Co-ordinate system for scan description

(¢) C-scan processing. Note that the spatial three-dimensional data can be used to
reconstruct representations of three-dimensional images.

Most of the description in the following Chapter is relevant to a time series data set.
Most amplitude modulated radar systems generate time domain data but frequency
domain radar systems such as FMCW initially generate a frequency domain data
set, which requires transformation to the time domain equivalent. Other modulation
schemes such as pseudo-random coding or noise modulation require a crosscorrelation
of the received signal with a template.

There is no fundamental difference in the information content of the data out-
put from any modulation scheme provided, of course, that the amplitude and phase
information is retained in the receiver conversion process.

In general it is the range to the target which is of most interest, and as this is
fundamentally equivalent to time, the time series data set is most relevant. However,
there will be occasions when it is more appropriate to use alternative descriptions.
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Figure7.2  Time domain wavelet

Many of the processing techniques that have been applied to surface-penetrating
radar data have been developed for other applications, and in addition to radar,
acoustic, ultrasonic and seismic processing methods have been freely employed.

In reality the time series under consideration represents only the sampled values of
a continuous time function and hence is a restricted version of the latter. In addition
it has a limited time duration compared with an analytic function, which can be
considered to have infinite time duration. The finite number of samples stored and
processed represents a truncated portion of a time series and can be termed a sample
time series.

A wavelet can be considered as a transient event with a definite time of arrival
and a finite energy content as shown in Figure 7.2.

The general processing problem encountered in dealing with surface-penetrating
radar data is in the widest sense the extraction of a localised wavelet function from
a time series which displays very similar time domain characteristics to the wavelet.
This time series is generated by signals from the ground and other reflecting surfaces,
as well as internally from the radar system.

Unlike conventional radar systems in which the target can generally be regarded
as being in motion compared with the clutter, in the surface-penetrating radar case, the
target and the clutter are spatially fixed and the radar antenna is moved with respect
to the environment.

In all the following discussions it is assumed that data are recorded to an adequate
resolution and bandwidth. This means digitisation to at least 12 or 16 bits (72 dB or
96 dB system dynamic range) for an A-scan record length of typically 256 or 512
samples, which entails a data storage capacity of at maximum 1 kbyte per A-scan
unless data compression techniques are used.
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The capacity required to store a B-scan depends upon the overall length of line sur-
vey and spatial sampling interval. To achieve an adequate spatial resolution depends
on the size of the object, and typically a convenient length is 512 A-scans, and hence
a B-scan may require 0.512 Mbytes of data storage. With the data storage capabilities
of hard disk drives (100 Gbyte) and tape back-up stores no serious difficulties should
be encountered in storing site survey data. Alternatively, data compression techniques
can be used to provide up to a 20:1 level of data compression.

Before discussing the various signal processing methods it is useful to state some
basic definitions.

The statistical properties of a time series can be determined by considering either
a large number of similar signals at any one instant in time, which is termed an
ensemble value, or alternatively one signal at a number of intervals of time, termed
a time value.

If the two properties are equal then the function or set of functions is said to be
ergodic. To be ergodic a function must be a stationary signal, although the converse
is not necessarily true.

A continuous function with the same long term properties is defined as a statis-
tically stationary function, and suitable examples are sinusoidal functions or white
noise. In contrast, impulsive signals are considered to be statistically nonstationary.

A random signal which has a definite probability as to its content is termed a
stochastic signal and, for example, white noise plus a sine wave is termed a stochastic
signal.

A minimum phase system or function is defined as having no poles or zeros in the
RH half of the S-plane. Note that RH zeros make a non-minimum-phase system but
RH poles make an unstable system. Conjugate pairs on the axis indicate a marginally
stable system.

7.2 A-scan processing

The received time waveform can be described as the convolution of a number of time
functions each representing the impulse response of some component of the radar
system in addition to noise contributions from various sources — hence the received
time waveform (Daniels ef al. [4])

Jr®) = @O Q far() @ fe(O) ® fof () @ fi (1) ® for(t) ® far(t) +n(z)
(7.6)

where
fs () signal applied to the antenna

fan(t) = antenna impulse response

fe(t) = antenna crosscoupling response

fea(t) = ground impulse response (d denotes direction)
f:(t) = impulse response of target

n(t) = noise.
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Each contribution has its own particular characteristics which need to be considered
carefully before application of a particular processing scheme.

Ideally the signal applied to the antenna should be a Dirac function but practically
is more like a skewed Gaussian impulse of defined time duration.

Most antennas used in surface-penetrating applications have a limited low
frequency response and tend to act as highpass filters effectively differentiating the
applied impuise, hence creating a wavelet. In most cases near identical antennas
are used and if these are spaced sufficiently far from the ground surface then
fa1(t) = fa2(t). In the case of antennas operated in close proximity to the ground,
then both f1(¢) and f,7(¢) are variant with changes in the ground surface electrical
parameters.

Any processing scheme which relies on invariant antenna parameters should take
into account the mode of operation of the antennas and the degree of stability that is
practically realisable.

The antenna crosscoupling response f(¢) is composed of a fixed contribution
fl(t) due to antenna crosscoupling or reflection and a variable contribution f(¢)
due to the effect of the ground or nearby objects. Hence f.(t) = fl(t) + f/(t).
It has been found possible to reduce the amplitude of f.(¢) to very low levels; in
the case of crossed dipole antennas to below —70dB and in the case of parallel
dipole antennas to below —60 dB. However, f/(t) can be significantly larger and
degrades the overall value of f.(¢) to —40 dB. The value of f,(¢) is determined by
any local inhomogeneities in the soil or by any covering material, whether of mineral
or vegetable origin. There is unfortunately little that can be done to predict variations
in f/(¢) and it is not amenable to treatment by many processing algorithms. The
variation in f(¢) is much greater with the crossed dipole antenna than the parallel
dipole.The ground impulse response f,(¢) can be determined from its attenuation and
dielectric constant across the frequency range of interest.

The target impulse response can be composed of the convolution of the wanted
target response, together with many other reflectors, which may not be wanted by
the user but which are valid reflecting targets as far as electromagnetic waves are
concerned. The time separation of the targets is related to their physical spacing
as well as the velocity of propagation, which can vary depending on the material
properties.

Where the targets are well separated in range, it is relatively straightforward to
separate the radar reflections, but this becomes progressively more difficult as targets
become closer together, as instead of individual delta functions a series of overlapping
(in time) wavelet functions of different characteristics exists.

Before considering the more sophisticated methods of recovering and processing
the wavelets there is a range of simple processing methods, which can be applied to
each individual A-scan.

7.2.1 Zero offset removal

An important process operation is to ensure that the mean value of the A-scan is
near to zero. This assumes that the amplitude probability distribution of the A-scan
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Figure7.3  A-scan sample time series

is symmetric about the mean value and not skewed and that the short time mean value
is constant over the time duration of the A-scan, as shown in Figure 7.3. It is generally
less likely that the amplitude probability distribution is skewed, but where RF time
varying gain is incorporated and the sampling gate exhibits a DC offset, the short
time mean value may vary over the time duration of the A-scan.

Any signal processing algorithm should cater for these situations. For example,
a simple algorithm such as

1 N
AL() = An(0) = =3 An(D) (71.7)
n—0

where A, (t) = unprocessed data sample, A/ (¢) = processed data sample and n =
sample number, will only work where the short term mean value is constant and the
amplitude probability distribution is symmetric.

7.2.2 Noise reduction

An important processing technique is noise reduction and can be achieved by either
averaging each individual sample of the A-scan or storing and averaging repeated
A-scans. The general effect is to reduce the variance of the noise and gives an
improvement in signal to noise ratio equal to 101log;oN.

The general form of the filtering operation is given by

[An(r) — A],_ (D]
K

where A} (¢) = averaged value and A, (r}) = current value. The factor K may be
chosen to be related to n, N or a fixed value, which will weight the averaged value
appropriately.

The time spent averaging must take into account the speed at which the radar
is moved, as unless the physical location is sensibly constant during averaging, data

ALty =A,_ () + (7.8)
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will become contaminated by adjacent samples. Averaging has no effect on clutter but
reduces random noise. It is likely that the main contribution to the overall noise level is
caused by the radar receiver, and this can be very high for the time domain, sampling
receiver. In this case much of the noise is caused by timing jitter and can be considered
to be worse on the rise and fall times of signals. The noise is therefore spectrally biased
towards the high frequency region of the band of frequency operation.

7.2.3  Clutter reduction

Clutter reduction can be achieved by subtracting from each A-scan an averaged value
of an ensemble of A-scans or B-scans taken over the area of interest, i.e.

) 1 Na
Ab o (8) = Apa(t) — m; Ana(t) (7.9)

where n = 1 to N (N = number of samples), a = 1 to N, (N, = number of A-scan
waveforms), A, ,(t) = unprocessed A-scan and A;l,a (t) = processed A-scan.

This method works well for situations where the number of targets is limited and
they are physically well separated. Evidently, the summation of the average value
will include contributions from all targets, and the greater the number the less will be
the difference that results.

In situations where there is a planar interface within the area of interest, then this
process has the unfortunate effect of removing most of the wavelet caused by the
interface. Hence, it is important to choose both N and N, with care to optimise the
process for a particular situation.

Fundamentally it is assumed that the material properties vary in a random manner
over the volume of interest and the averaged value f; (¢) represents the convolution of

=0 fa1®)® fe()® for(D® fi(1) ® for (1) ® far(t) (7.10)

The main uncertainty lies in the lack of random variability of the ground properties
and the effect this has on f, (¢).

Analysis of the statistical nature of the variability has been carried out by Caldecott
et al. [5]. This method derives a standard deviation time function from an ensemble of
zero mean A-scans. Each unprocessed A-scan is compared with the standard deviation
time function, and samples which are greater than the standard deviation time function
by a predetermined amount, i.e. one, two or three o, are defined as significant.
An alternative version of this process is

, K Na
An,a(t) = Apalt) — mz Apa(t) (7.11)
a=1

where K is a variable related to the required magnitude of the standard deviation.
This process can also be applied to a selected section of the A-scan in order to

remove clutter associated with a particular region of time. For example, the antenna

response can be removed following acquisition of an A-scan from a calibrated target.
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Figure7.4  Effects of time varying gain on A-scan

7.2.4 Time varying gain

The received signal is reduced in amplitude compared with the transmitted signal as a
result of both attenuation by the medium of propagation and by the path or spreading
loss encountered in travelling to and from the target:

AL = A1) kn (7.12)

where k is the weighting function of the sample number.

To apply time varying gain to compensate for these losses, several conditions
must be met. There should be a zero mean value of the A-scan, otherwise significant
DC offsets will be created at late times. The noise levels at late times should be
low, else the general late time noise will be increased. Great care is needed to apply
time varying gain in a smoothly and continuously varying way, which corresponds to
correction of physical loss mechanisms. These effects are shown in Figure 7.4, which
shows the modelled A-scan (upper graph), from top to bottom a correctly applied
time varying gain, then the effect of a small negative DC offset, and finally in the
lower graph the effect of both a small negative DC offset and noise on the signal.

Stepped or rapid gain variation along the time axis can modulate the unprocessed
signal and generate artificial wavelets. In general, such variations are to be avoided
unless there has been careful assessment of the propagation path losses as a function
of time.

It is more prudent to record data that has a known time varying gain or better still
none at all. This reduces the possibility of data becoming subjectively ‘improved’ by
the field operator of the radar.

7.2.5 Frequency filtering

Highpass filtering of the A-scan data is a useful means of improving the signal to
clutter ratio in situations where clutter is caused by additional low frequency energy
generated by antenna ground interactions. In addition, excessive high frequency noise
can usefully be reduced by lowpass filtering. Many commercially available radar
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systems offer a range of filter options, and the choice of settings of bandwidths, slope
etc. is left to the operator. Such a filter should in general exhibit a minimum phase
response to reduce phase distortion of the filtered wavelets.

7.2.6 Wavelet optimisation or deconvolution techniques

The general principle of wavelet optimisation is to filter the sample time series in
such a way that the desired output from the filtering process is an impulse function
representing the deconvolution of the wanted signal. Such an impulse is variously
known as a Dirac or Delta function, a unit impulse or spike. However, this ideal
outcome is not usually achievable and the optimum filter is one where the energy of
the difference between the desired and actual filters is minimised. This is termed an
optimum or least squares filter:

lim |

t
El=t 5 0o {y(t) — d(0)}?dr (7.13)
—t

where y(t) = actual output and d(¢) = desired output.

This is known as the Wiener least mean-square-error criteria and the general
filtering process is termed a Wiener filter. Considerable work on wavelet optimisation
has been carried out for seismic or geophysical signal analysis, for which the data
show many similarities to surface-penetrating radar data.

The Wiener filter can be adjusted for several situations and, in the case where the
signal is modified by additive white Gaussian noise, the optimum filter is a matched
filter which is a standard approach to conventional radar signal processing. A matched
filter is mathematically identical to a correlation receiver and provides an output

o0

H (1) = f e(t)s(tg — (t — 7))dt (7.14)
~00

where e(t) = input signal, s(79 — (¢ — 7)) = time reverse of the input signal and

79 = delay required to meet causality requirements.

For this filter the output is maximum at 7o = 7.

An alternative realisation of the Wiener filter is the inverse filter. In this case the
spectral response of the filter is the reciprocal of the signal spectrum, although in fact
the extremes of the frequency range are limited to avoid excessive out of band energy
degrading the output from the filter.

The frequency characteristic of an inverse filter is given by

S(f)
N’ + KIS(f)P?

where S f = the Fourier transform of the time reverse of the signal, N’ = the noise
power (halved), S f) = signal spectrum and K |S(f)|? = clutter power.

The inverse filter results from the case where the clutter is largest and the matched
filter results from the case where the noise predominates.

A comparison of the performance of several different configurations of filter is
given in an excellent treatment by Robinson and Treitel [6]. The least squares filter,

H(f) = (7.15)
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Figure7.5 Methods of detection of a signal immersed in white noise (after Robinson
and Treitel [6])

optimised to provide a near delta function output, was compared with a matched filter,
a mini-matched filter and an output energy filter as shown in Figure 7.5.

It can be seen that the least squares filter does not produce a high amplitude output
in the presence of noise, whereas the matched filter does. Note, however, that the
output of the matched filter shows the effect of the different phase lag characteristics of
the latter compared with the mini-matched and output energy filters. The least squares
filter does provide the optimum output in the case where the noise is significantly
lower than the signal.

The selection of a suitable filter is therefore dependent upon the characteristics
of the signal. As the sample data set is composed of signal, noise and clutter, the
question of the stability of the filter must be considered. It is not possible to achieve
infinite resolution of the filter output and, unless certain restrictions are placed, both
on the filter coefficients and the characteristics of the sample data set, the filter will
behave in an unstable manner.

As most of the processing of surface-penetrating radar data is carried out using
digital filtering, and mainly in the form of software algorithms, it is instructive to
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consider an example of those aspects of the design of a digital inverse filter which
affect performance and stability.

If we assume that a sampled data set described by dy, d1, d2, ds, . . ., dy, 1s the input
to a filter which then transforms the input to an output of unit magnitude at r = 0,
then

t
he =" dn fis (7.16)
n=0

for all positive values of ¢, where h; = 1 forn = 0and A, =0 forn = 1to r.

The required filter will be the time inverse of the input data series and will possess
an infinite length of weighting coefficients or memory function.

Provided

D lfeenl? >0 (7.17)

the filter will be stable.
If the coefficients are derived using the z-transform in order to represent the
example in terms of unit delay, then the input to the filter is given by

D) =dy+diz+dr? +dsz3--- (7.18)
and the output

H(iz) =1
then

H(z) = D(2)F(2) (7.19)
where

H(z) 1
F = — == — A
(z) DG ~ D@ (7.20)

Hence

fo+ fiz+ fri? = ! (7.21)

T do+diz+dy?- -

If we consider an input with two terms, the right-hand side is expanded by the binomial
theorem,

fo+ fiz+ pit =1 =k + k22— k323 (7.22)
Then, equating coefficients,
(fO,flafZaf3a-'~) = (1’_kak2a_k3’~“> (7'23)

Ifk < 1, that is the input function is a minimum delay wavelet, it can be seen that the
values of the filter coefficient will converge to zero, whereas if k£ > 1, the series will
diverge and the filter will be unstable. Thus, the causal or one-sided filter is limited
to processing minimum delay wavelet functions.
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This limitation can be overcome by generating a noncausal filter function. This can
only be synthesised as having recorded the signal there is no restriction on operating
in real time. Hence the noncausal filter can operate in nonreal time with a set of
coefficients that cater for minimum delay and maximum delay wavelet functions.
A noncausal filter will have coefficients that extend equally either side of a nominal
zero time. Alternatively, we can consider such a filter as possessing an inherent time
delay. The time delay or lag of the filter can be optimised to provide the minimum
error energy which, when normalised, equates to the average squared error e divided
by the autocorrelation function of the desired output at the zero lag time.

When e = 0 the required and actual filter outputs are equal for all values of time,
and vice versa. The filter performance can be defined in terms of efficiency as

n=1—e (7.24)

For any filter the filter length and filter lag can be separately chosen to optimise 7.
However, if the filter length is larger than the separation between wavelets, then
the filter output will contain ‘leaked’ energy from any adjacent wavelet and will be
sub-optimum. The objective of optimum filtering is to generate an output shape —
Gaussian, Delta function etc. — from an input wavelet which exists in a general noise
background using the minimum duration filter with a high value of .

A relevant application of this approach is given by Ueno and Osumi [7], who
used the general method to produce a mixed delay filter to provide optimum matched
filtering. Coatanhay [8] considered optimisation methods of deconvolution.

More recent developments in wavelet theory have introduced the concept of the
wavelet transform (WT), which is relevant to the analysis of nonstationary signals
such as the output from ultra-wideband radar systems. Wavelet transforms are a class
of transforms which decompose signals into a set of base functions or wavelets. These
are obtained from a single elementary wavelet by expansion, contraction or shifting.
The short time Fourier transform (STFT) is the precursor of the WT and maps a signal
onto a time—frequency plane as a time—frequency representation of the signal.

The Fourier transform is concerned with transformations applied to stationary
signals, i.e. those signals whose properties do not evolve with time — sine waves, for
example.

The Fourier transform of x(¢) is given by

F(w) = % / x(t) e 2 gy (7.25)

and the global domain is that of frequency. The Fourier transform is not well suited to
sudden changes in time in a nonstationary signal as the transform F(x(¢)) becomes
spread out over the frequency domain. The STFT considers a signal over a limited
time window g(#) centred at time 7. Hence the STFT

F(t,w) = %f x(®)gx (@t —1)e /™ dr (7.26)

Essentially the STFT introduces a frequency dependence with time by filtering the
signal ‘at all times’ with a bandpass filter centred on each individual frequency and
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whose impulse response is that of the window function. The descriptive principle is
similar to that of a score of a piece of music in which frequencies are ‘played’ in
time.

The main limitation of the STFT is its inability to resolve more closely than the
equivalent width of the bandpass filter, i.e.

1
time-bandwidth product = ArA f > i (7.27)
1

which is fundamentally related to the Uncertainty Principle.

The way of improving this limitation is to vary At and A f in the time—frequency
plane in order to obtain variable resolution. The STFT employs a constant value of g (¢)
and exhibits a constant bandwidth. It is varied so as to provide constant proportional
bandwidth, i.e.

Af
—_ >
f

It is possible to achieve good time resolution at high frequencies and good frequency
resolution at low frequencies. This is the basis of the continuous wavelet transform
(WT), in which a prototype wavelet h(t) serves as the basic wavelet and is scaled as
appropriate; hence

k (7.28)

1 t
ha(t) = —h| — 7.29
0= (a) 729
and the transformed wavelet is given by
Fo(t.a) = — /oo (l‘)h®(t—r>dt (7.30)
w(T,0) = — X —_— .
VialJ-co a

It is usually more convenient to display the power spectral density of a function rather
than the real and imaginary components of its two sided spectrum. The power spectral
density function of a normal Fourier spectrum has equivalence in what is termed a
spectrogram for the STFT or a scalogram for the WT.

The spectrogram of an STFT is defined as

SPEC,(t, f) = |STFT(t, f)|? (7.31)
and the scalogram of a WT is defined as
SCAL (1, ) = IWT (1, ) (7.32)

and both are convenient ways of viewing the signal in an analogous manner to the
power spectral density.

Care should be exercised in the use of particular WTs as there is an implicit
assumption of linearity.
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The spectrogram of the signals Cyx1(¢) + Cpx2(t) is not given by SPEC,1 (¢, f)+
SPECy»(t, f) because the operation of squaring implies a quadratic superposition
that is

SPEC,(t, f) = |C1[*)SPEC,| + |C2|*SPECy2 + C1C2SPECy 1,2
+ C2C1SPECyx1 (7.33)

The latter terms are known as interference terms and increase quadratically with the
number of pairs of terms.

Arange of WTs isavailable for analytical purposes, and further details can be found
in Hlawatsch and Boudreaux-Bartels [9]. Wavelet techniques applied to stratigraphic
analysis are reported by Rehmeyer and Aravena [10] and Carevic [11].

The key feature of the various time—frequency representations such as the STFT,
spectrogram, WT, scalogram, Gabor transform and Wigner distribution is that they
allow successful analysis of nonstationary signals either in the form of wavelets or
chirp (linear FM) signals and enable much clearer target identification than conven-
tional spectral analysis techniques. An example of a Wigner distribution (Rioul and
Vetterli [12]) is given in Figure 7.6.

There is the distinct possibility of multiple echoes or reverberations in surface-
penetrating radar. These can occur as a result of reflections between the antenna and
the ground surface or within cables connecting the antennas to either the receiver or
transmitter. The effect of these echoes can be considerably increased as a result of the
application of time varying gain. This can easily be appreciated by considering the
case of an antenna spaced at 0.5 m from the ground surface. Multiple reflections will
occur every 1 m (twice the separation) and will decrease at a rate equal to the product
of the ground surface reflection coefficient and the antenna reflection coefficient.
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This product is likely to be —15dB, and hence a series of echoes will occur every
3.3 ns, decreasing by 15 dB each time.

This problem may be partially overcome by suitable signal processing algorithms,
which can be applied to the sampled time series output from either time domain or
frequency domain radars. The general expectation is that all the individual reflections
will be minimum delay. This expectation is generally reliable because most reflection
coefficients are less than unity; hence the more the impulse is reflected and re-reflected
the more it is attenuated and delayed. As a result, the energy is concentrated at the
beginning of the train of wavelets.

The simplest method of removing multiple reflections is by means of a filter of
the form

F(z) = (7.34)

14+ ¢z

In essence, this filter subtracts a delayed (by #) and attenuated (by ¢) value of the
primary wavelet from the multiple wavelet train at a time corresponding to the arrival
of the first reflection.

An alternative method relies on the use of filtering techniques applied to sig-
nals that have been combined by multiplication and by convolution. Such methods
are termed homomorphic deconvolution filtering and rely on the fact that multiple
reflections cause periodicity in the spectra of sampled data as shown in Figure 7.7
(Randall and Lee [13]).

The frequency spacing can be determined by taking the logarithm of the spectrum
and then carrying out a spectral analysis of the new frequency series. This domain is
known as the cepstrum and is given by

Ce(t) = F'lclog{F (F(1))}] (7.35)

The essence of operation in the cepstrum is that convolutions in the time domain
are transposed to additions in the cepstrum. As phase information is retained it is
possible to eliminate multiple echoes, i.e. wavelets, in the time domain by subtracting
these in the cepstrum and then inverse transforming to recover the original time
series. The most significant difficulty of carrying out a complex logarithm is that
the phase of the complex log must be a continuous function, hence discontinuities
at intervals of 2 must be removed. An example of a cepstrum filtering operation
is shown in Figure 7.8, and it can be seen to be highly effective at multiple echo
removal.

An alternative method of resolving overlapping echoes is based on the use of
the multiple signal characterisation or MUSIC algorithm. The latter is a high res-
olution spectral estimation method and is used to estimate the received signals’
covariance and then perform a spectral decomposition. Although computationally
intensive, evaluation of the technique by Schmidt [14] gave promising results.
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7.2.7 Target resonances

The application of analytical methods of target discrimination started with the
application of Prony’s method (1795)* to target recognition. The basis of the tech-
nique is that every object will possess a unique resonant characteristic. Hence every
target can be identified in terms of its resonant characteristic.

Van Blaricum and Mittra [15] modelied a waveform by a series of exponentials
in which the amplitude and delay constant are variable, i.e.

P(t) =) aie™’ (7.36)

i

* PRONY, G. R. B.: “Essai experimental et analytique’, J. L'Ecole Polytechnique Paris, 1, (2), p. 96.
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Figure7.9  S-plane analysis of data
A discretised version of the above gives
N/2
oy =) Apexpjdnexp (@, + jo,)nAt (7.37)
n:]

where A, = amplitude, ¢, = phase, « = damping factor and @ = frequency.

In its basic form Prony’s method is inherently an ill conditioned algorithm and is
highly sensitive to noise and estimates of the number of poles at present in the data.

It can, therefore, be understood that for targets buried in a lossy medium the high
frequency signal information is low and hence the signal to noise ratio is such as to
make Prony processing very vulnerable. Indeed, Dudley [16] points out that ‘since
all real data are truncated only approximations to the resonances are ever available
even in the limit of vanishing noise’.

Recent developments have improved the robustness of the method as a means of
detecting shallowly buried anti-tank or anti-personnel mines.

Work by Chan et al. [17] demonstrated the feasibility of the technique as a means
of mine detection.

In general the received signal is represented as

N
Crt) =) aie™ (7.38)
n=|

where s; are the complex resonant frequencies in the complex frequency plane
(S-plane), ie. s =« + jo.

Atypical S-plane representation from various buried targets is shown in Figure 7.9.

There are two realisations of the Prony method ~ the classical or the eigenvalue
method — and details of these are discussed in Chan et al. [19]. The eigenvalue method
was found to give better results, and with reference to (7.37) it is found that analysis
of the wavelet resulting from the resonance is highly sensitive to the choice of the
parameters. In addition, a wide dynamic range is needed to cater for both the early
and late time portions of the wavelet.

Many of the signal processing techniques applied to the data generated by surface-
penetrating radar come from other disciplines such as geophysics and acoustics. There
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have been significant developments in ultra-wideband free space radar technology,
and one goal of much research currently being carried out is the unique identification
of a target from its ultra-wideband impulse response.

An appreciation of these techniques is valuable when considering their application
to surface-penetrating radar data, and the following Section reviews the main features
of the approach.

Free space scattering from resonant bodies has received considerable attention,
and the singularity expansion method (SEM) is established as a means of target recog-
nition. Much work in this area has been carried out by Webb {20], Baum et al. [21],
Chen et al. [22], Kennaugh [23], Kennaugh and Moffatt [24], Fok and Moffatt [25],
and Rothwell ef al. [26]. The SEM suggests that the late time scattered field of a
target can be represented as the sum of excitation independent natural resonance
modes, which depend on the detailed size and shape of the target.

An extension to the concept of nonspecific impulse illumination is that of discrim-
inant functions designed to annihilate certain selected natural frequency constituents
of the target response. The K-pulse originated by Kennaugh [24] is defined as
that wavelet of minimum length which, when convolved with the target response,
minimises or ‘kills’ all the natural modes in the resulting target response. Further
developments in this area have resulted in the E-pulse (E = extinction) and the
S-pulse (S = single mode).

The E-pulse is synthesised to minimise, when convolved with a band-limited late
time target pulse response, all natural modes existing in that response. As the scattered
free-space far field response of a conducting target can be expressed as

N
e(t) = Za,—e"” cos(wut + @u)t > 1L (7.39)
n=1

where 7y, is the start point of the late time response, e(t) is convolved with an extinction
pulse wavelet E(¢) such that

c)=e) QE@)=0 (7.40)

The reader is referred to Baum [22] for details of the procedure for determining e(z).
Further work on classification of GPR signatures by complex natural resonances is
reported by Chen ef al. [27], Guangyou and Zhongzhi [28], and Nag and Peters [29].

7.2.8 Spectral-analysis methods

For those surface-penetrating radar systems using FMCW, stepped frequency or
synthesised sources, the receiver produces a frequency domain signal which is then
transformed to the time domain. Usually this is carried out using a fast Fourier trans-
form (FFT). There are, however, several limitations of the FFT algorithm. While these
are well documented, it is useful to review the capabilities of the FFT and alternative
spectral estimation methods. The reader is referred to the classic paper by Kay and
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Marple [30], who detailed the following methods:

(i) conventional methods, Blackman Tukey, periodogram
(i) modelling and parameter identification approaches
(i) rational transfer function modelling methods
(iv) autoregressive (AR) power spectral density estimation
(v) moving average (MA) power spectral density estimation
(vi) autoregressive moving average (ARMA) power spectral density estimation
(vii) Pisarenko harmonic decomposition
(viii) Prony energy spectral density estimation
(ix) Prony spectral line estimation
(x) maximum likelihood method (MLM)
(xi) maximum entropy methods (MEM).

More recent developments include
(xil) multiple signal classification (MUSIC).

The objective of this Section is not to describe all these methods in detail as there is
adequate cover in the literature. However, highlighting of the underlying principles
and capabilities of various spectral estimation methods should provide the reader with
an introduction to the options which can be considered.

The FFT approach, while computationally efficient (via the Cooley-Tukey or
Blackman Tukey algorithm), suffers from several limitations. Firstly it has a frequency
resolution in Hz which is approximately equal to the reciprocal of the sample window
duration in seconds. Secondly, the action of sampling the data for a defined time or
‘window’ causes leakage of energy from the main lobe of a spectral response into the
sidelobes. As most data from surface-penetrating radar occurs in short data sequences,
the windowing effect can be particularly difficult to counter while at the same time
maintaining resolution. It should be noted that when the signal to noise ratio is low
the results of the conventional FFT approach are comparable with the more modern
spectral estimation techniques.

In general the modelling approach to spectrum analysis is carried out in three
stages: firstly the selection of an appropriate time series model; secondly an estimation
of the parameters of the assumed model using either the sampled data or the auto-
correlation lags; and finally substitution of the estimated model parameters into the
theoretical power spectral density function. The selection of the time series model
is governed by estimation and identification methods of linear systems theory. The
modelling approach enables assumptions to be made concerning the time series out-
side the measurement window and hence eliminates the problems associated with
windowing functions.

Three approaches to non-Fourier spectral estimation methods are: autoregressive
(AR), moving average (MA) and autoregressive moving average (ARMA).

The autoregressive or feedback model is described by

Yn = apXp — A1 Xp—1 — A2Xp-2 ...AnXp—N (7.41)
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where n is the sample variable, x is the input and y the output variable. In terms of
the z-transform,

1
Yn = 5 —Xn (7.42)
ag — a1z — az°...a2
Asin general the denominator can be considered to be a polynomial denoted by A,,(z),
then

Y()=

e X(2) (7.43)

In the case of the AR model it is necessary to determine algorithms to solve the power
spectral representation of (7.42). As z = e/ it can be appreciated that as

F(w) = Y ()| (7.44)
then

1 2

F(w) = |A(w)|2IY(w)| (7.45)
There are two methods of solving the AR model, either by the Yule—Walker or Burg
method. The Yule—Walker method tends to emphasise the spectral aspects at the
expense of peak definition. The method originated by Burg is based on a technique
known as maximum entropy. The entropy or unpredictability of a time series is
proportional to the integral of the log of its power spectrum. An estimate of the
power spectrum produced by the MEM method corresponds to the least predictable
time series consistent with the autocorrelation function lags. The AR method tends
to define the peak spectral response at the expense of spectrum shape.

The moving average (MA) or feed forward model is described by

Yn = boxy + b1xp—1 + baxn—2 -+ bpxn—pn (7.46)

where y, represents the output of the linear convolutional filter for the input. The
output of the MA model is a linear combination of present and past values of the
system input sequence. When the input is white noise the output is called a moving
average process of order n, i.e. MA (n).
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Figure 7.10  Hlustration of various spectra for the same 64-point sample sequence
(Kay and Marple [30])
1 = true power spectral density (PSD); 7 = moving average PSD
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In terms of the z-transform,
¥n = (bo + b1z + byz? - buz")xy (7.47)
The polynomial on the right-hand side of (7.46) can be expressed as B, (z); hence
Y(z) = Bu(2)x(2) (7.48)
In a similar manner to the AR model, the spectral representation is given by
F(@) = |By(@) X (@) (7.49)

The MA approach yields a reasonable approximation to the spectrum but tends to
offer similar performance to the Blackman—Tukey PSD.

The ARMA model evidently contains both AR and MA elements, and it can be
shown that

_ |Bu(@))? 2
(@) = mlx(a})l (7.50)

Kay and Marple [30] compared results of spectral estimation methods for various
approaches, and these are shown in Figures 7.10 to 7.14.

An alternative approach is that given by the MUSIC algorithm, which produces
a spectral estimation from the autocovariance matrix via eigenvector-value decom-
position. An example of the resolution of a pair sinusoidal waveform is shown in
Figure 7.15, which compares various results from different methods.
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7.2.9 Examples of processing techniques

A set of examples of various methods of A-scan processing are shown in Figures 7.16
to 7.23. They are shown as greyscale B-scans to illustrate the effect of applying
various algorithms on a radar image of three plastic pipes buried in wet sand at depths
upto 1.3m:

Figure 7.16 shows the effect of applying the flat gain profile of 0 dBm™!
Figure 7.17, a correct gain profile of 5dBm™!

Figure 7.18, an excessive gain profile of 15dBm™!

Figure 7.19, a lowpass filter to data corrupted by mobile phone interference

Figure7.16  Gain profile flat (courtesy ERA Technology)

Figure7.17  Gain profile at 5dBm™! (correct) (courtesy ERA Technology)
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Figure7.19 Lowpass filtered data (courtesy ERA Technology)
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Figure7.20 Highpass filtered data (courtesy ERA Technology)

Figure7.21  Average removed data (courtesy ERA Technology)
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Figure7.22  Absolute threshold positive going data (courtesy ERA Technology)

Figure7.23  Peak envelope applied to data (courtesy ERA Technology)

Figure 7.20, a highpass filter to data corrupted by close in target resonances

Figure 7.21, an average removal filter to the data from Figure 7.17, which removes
consistent signals

Figure 7.22, an absolute threshold positive going data

Figure 7.23, a peak envelope to the data from Figure 7.17.
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7.3 B-scan processing

If we consider an ensemble set of time samples comprising a B-scan, there are a
number of approaches to signal processing which can be considered. The data, even
after optimal A-scan processing, are usually unfocused in that the spatial antenna
response is convolved with the target spatial response as shown in Figure 7.24.

In the case of planar features such as the interfaces between layers in a road or
the water table in a geophysical survey, it may be considered uneconomic to
focus the data (see Figure 7.25). However, for small or complex objects it may
be valuable to reduce the effect of the spatial smearing caused by the antenna. This
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Figure7.24  Convolution of antenna pattern with targets (ERA Technology)
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Figure7.25 B-scan of reinforced concrete floor (courtesy ERA Technology)
Vertical scale 26 ns, horizontal scale 3 m

Figure7.26  Sequence of unfocused C-scans of a set of six buried AT mine targets
at increments of 10mm (courtesy ERA Technology)

Chapter considers several approaches to B-scan processing, the chief of which is
based on migration of the data.

7.4 C-scan processing

Although a C-scan is essentially an x, y plane at a selected value of Z or range of
values of Z, many of the processes described in the previous Sections can be applicd.
It is, however, important to focus the data, otherwise spurious features will appear at
depths below the target. It is also important to ensure that adequate allowance is made
for the sampling range, otherwise the familiar problems associated with windowing
a data set will occur. Typical examples of C-scan processing are shown in Figure 7.26,
which shows data from buried AT landmines.
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7.5 Migration

The migration process essentially constructs the target reflector surface from the
record surface. The migration technique has been much developed in acoustic, seis-
mic and geophysical engineering and was originally developed in two-dimensional
form by Hagedoorn [31]. More recent developments employ wave equation methods
such as Kirchhoff migration, finite difference migration and frequency wave-number
migration. An excellent tutorial paper is given by Berkhout [32] as well as by
Schneider [33] and by Robinson and Treitel [6]. In essence, the problem of data
focusing can be considered from the point of view of a source of radiation, i.e. a point
reflector and the measured wavefront as shown in the simulated data of Figure 7.27.

A relatively straightforward geometric approach can be used in the two-
dimensional case of a material with known constant velocity. If the measured time to
the point reflector is ¢, then the distance to the point reflector is given by z = vr/2.
At any position along the x-axis the distance z is also given by

zi =/ (i — x0)? + 2} (7.51)

This equation shows that the measured wavefront appears as a hyperbolic image or
a curve of maximum convexity. The geometric migration technique simply moves
or migrates a segment of an A-scan time sample to the apex of a curve of maximum

M

Figure7.27  Migration of a waveform from a point source
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Figure7.28 Maximum convexity migration

convexity. The hyperbolic curve needs to be well separated from other features and
a good signal to noise ratio is needed.

An alternative method is known as the maximum convexity migration and is
computationally intensive but straightforward in concept. The method assumes a
semi-hyperbolic maximum convexity function and sums the value of each separate
A-scan at the point at which it intersects the semi-hyperbolic focus over the ensemble
data set. All in-phase energy adds in phase, whereas noncoherent energy is usually
out of phase and tends to zero. The method assumes a constant velocity and must,
of course, be adjusted as a function of depth. It also requires that each and every
possible point is examined. Care must also be taken over the window after which the
summation is carried out. The process is shown diagrammatically in Figure 7.28.

The alternative process to maximum convexity migration is wavefront migration.
In this process every section of the individual A-scans comprising a B-scan is mapped
to a migrated B-scan. The mapping function is, in the constant velocity case, a
semicircle of radius equal to the depth of the section. This process is repeated for
each section of the individual A-scan and for all A-scans, and the resultant output is
the superposition of all the migrated sections. The process is shown in Figure 7.29
and it can be seen that wavelets from neighbouring A-scans add constructively to
produce a focused reflection point.

The methods described in the previous paragraphs illustrate the general principle
of migration but are relatively unsophisticated methods, which are limited to the
constant velocity situation and assume a point source reflector.

Alternative and more comprehensive techniques use wave equation methods.
Berkhout [32] showed that wave field extrapolation techniques are based on three
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methods: the Kirchhoff summation approach, the plane wave method (F-K method)
and the finite difference method.

Although the methods described by Berkhout are founded in acoustic propa-
gation theory, which is based on a scalar wave equation, they are still relevant to
surface-penetrating radar data even though the latter are derived from electromagnetic
soundings. The general process of imaging of such data consists of two operations.
The first consists of a wave field extrapolation whereby, using a scalar wave equation,
the recorded data are transformed into a new data series which represents simulated
recordings at new positions of the measurement plane. The second operation of imag-
ing generates the data around the zero time travel position of the simulated recording
related to planes within the B-scan or C-scan.

The wave field at the ground or material surface is given by (x, 0, r), and the
A-scan observed at the surface is given by (x, z, r). Note that time is considered as
positive and the value (x, 0, ¢) represents all time information along the line x.

The wave field at the reflector is given by (x, z, 0), as shown in Figure 7.30.

The procedure for evaluating the reflector surface is given by Robinson and
Treitel [6] using the Fourier transform approach as frequency-wave-number domain
migration. The method is carried out in three stages, the first being given by

Fky,0) = /oo / v(x,0,1) exp(—t(wt + kyx)) dxdt (7.52)

where k, =horizontal wavenumber, k; = vertical wavenumber, » = angular fre-
quency and ¢ = propagation velocity of the medium.
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Figure7.30  Fields at reflector

From this a two-dimensional Fourier transform is determined by

Atk k) = F [kxckz {1 + ke /kz)z}] S S— (1.53)

(1 + (ke /k2)?)

The reflector can then be derived as the inverse transform of A(k,, k;), where

1 o0 o0
V20 = f f Alks, k) exp( (kyx + ky2)dkydk, (7.54)
—00 —00

The frequency wave number approach described above was first developed by Stolt
and then used by Hogan [34] to migrate ground penetration radar data. However,
Fisher and McMechan [35] comment that the method is difficult to implement
efficiently when the propagation velocity varies. Fisher compared the Kirchhoff
diffraction method with the reverse-time migration approach, which has the advantage
of taking into account arbitrary velocity variations.

This is particularly important as, when migration velocities are chosen that are
lower than the correct velocity, diffraction ‘tails’ will extend downwards from the
reflector location. When the migration velocity is too high the tails will extend
upwards from the reflector location.
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The scalar wave equation is given by Mitchell [36]:

92U 8U 1 U
= 7.55
ax2 + 9z2  v(x,z) 82 (7.35)

where U is the scalar wave field and v(x, z) is the local propagation velocity.

The wave equation can be solved via an explicit second order central finite
difference method.

These methods have been developed by Claerbout [37] and McMechan [38], and
an example of reverse time migration is shown in Figure 7.31.

Computer programs to carry out migration are reported in the literature, and
Siggins [39] includes an example of a convolution method written in ‘C’. Further
examples of migration techniques applied to GPR data are given by Anxue et al. [40],
Plumb and Leuschen [41], Leuschen and Plumb [42], and Xu e al. [43].
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7.5.1 Migration technique based on deconvolution
Dr Bart Scheers, Marc Acheroy (ELTE Department, Royal Military
Academy) and André Vander Vorst (Hyperfréquences UCL, Belgium)

7.5.1.1 Introduction: Reflections on a point scatterer located below the surface
appear, due to the beamwidth of the transmitting and the receiving antenna, as hyper-
bolic structures in an image. This can be easily verified, using the geometry shown in
Figure 7.32a. Suppose a homogeneous half-space with a propagation velocity of v and
the transmitting and receiving antennas close to each other, so that they can be con-
sidered as one antenna (monostatic case). The co-ordinate system is represented on
Figure 7.32a. A point scatterer at a position (0, zo) in the half-space will be located

by the antenna pair, situated in (x, 0) at a distance ,/x2 + z%. So, in the recorded data
b(x,1), represented in Figure 7.32b, the reflection on the point scatterer appears in
each position after a time

t=2,/x242%/v (7.56)

Equation (7.54) represents a hyperbola with a vertical axis and an apex in (0, 2z¢/v).
The shape of the hyperbola is a function of the antenna configuration (monostatic,
bi-static), the depth of the point scatterer zo and the propagation velocity profile in
the ground. The hyperbolic defocusing of an object can be corrected for in the data
processing, which is called migration or SAR processing.

The aim of migration techniques is to focus target reflections in the recorded
data back into their true position and physical shape. In this respect, migration
can be seen as a form of spatial deconvolution that increases spatial resolution.
The first migration methods were geometric approaches. After the introduction of
the computer, more complex techniques, based on the scalar wave equation, were

1 2 3 b -3 -2 -1
K__J.___}

v

v"

e =]

2zylv

(0, =)

Figure7.32  (a) Point scatterer at position (0, zp), (b) recorded data b(x,1)
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introduced. These methods involve back-propagation or inverse extrapolation to
remove the effects of wave field propagation. A good overview of migration tech-
niques is given in references [32, 44]. Most of the migration methods found their
origin in the field of seismic, and were later on also applied on radar images.
Almost none of these methods, however, include system aspects of the radar like
the waveform of the excitation source, the impulse response of the antennas, the
antenna pattern, etc. Furthermore, most of the migration methods consider the
ground as being loss-less and without dispersion. It can be expected that a migra-
tion technique that takes into account the characteristics of the radar system and
possibly the characteristics of the ground would perform better. In this Chapter a
novel migration method is presented that takes into account the system and ground
characteristics.

7.5.1.2 Time-domain model of the GPR: A key element in the migration method
is the point-spread function of the GPR, i.e. a synthetic C-scan of a small isotropic
point scatterer buried in the ground at a certain depth. This point spread function
can be obtained by forward modelling. In this Chapter a time-domain model of
the GPR system is used for the forward modelling. The time-domain model is
obtained by considering the total system ‘GPR-ground-target’ as a cascade of lin-
ear responses, resulting in a time-domain GPR range equation. The time-domain
GPR range equation allows us to calculate the received voltage V,...(¢) at the output
of the receiving antenna in terms of excitation voltage Vs(¢), radar characteristics
and target. Figure 7.33 shows a schematic representation of the different parts in this
cascade, e.g. the pulse generator, the antennas modelled by their normalised impulse
response [45, 46], the 1/R spreading losses, the transmission coefficients on the air—
ground interface, the propagation through the ground and the scattering on the target
in the ground.
Mathematically the time domain GPR range equation is expressed as [47]

Voo (1) = Ta—ng—a b . A1 1(Gi.d
rec(t) = mgd(t) Q N,Tx(at,t) ® 1,1(at,as,t)

dvs(r)
dr

® hy,rx(—ds,1) ® (7.57)

where:

Vs (1) is the excitation voltage applied at the transmitting antenna

a; is the direction of radiation of the transmitting antenna towards the target

as is the direction of the scattered field from the target towards the receiving antenna

hy.1x(ai,t) is the normalised IR of the transmitting antenna in the direction a;

hn rx(—ds, t) is the normalised IR of the transmitting antenna in the direction —a;

g4(t) is the impulse response representing the two-way path length loss and the
dispersion in the ground

A1,1(G;, a5, 1) is the IR of the target (the time equivalent of the square root of the
target radar cross-section)
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Figure7.33  Schematic representation of the different parts in the time-domain GPR
range equation

R, is the total path length from the transmitting antenna to the target

R, is the total path length from the receiving antenna to the target

T, g is the transmission coefficient at the air-ground interface (air to ground)
T, is the transmission coefficient at the air-ground interface (ground to air).

In the next two sub-Sections the impulse responses of the antennas and the ground
will be explained in more detail.

7.5.1.3 Normalised impulse response of the antennas: A common way of describ-
ing antennas in the time domain is by means of their impulse response. Different
types of impulse response (IR) can be defined. We opted for the normalised impulse
response (normalised IR), i.e. an impulse response integrating all frequency depen-
dent antenna characteristics [45, 46]. In this way, the time domain antenna equations,
expressed in terms of the normalised IR, become very simple and accurate to use.
No assumptions about frequency dependent terms have to be made. For two identical
antennas, iy rr = hy rx. The normalised IR on boresight is easy to measure, using
two identical antennas and a vector network analyser [45]. Figure 7.34 shows the
normalised IR on boresight of a TEM horn antenna, designed for a laboratory UWB
GPR [47].
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Figure7.34  Normalised IR of TEM horn antenna

7.5.1.4 Impulse response of the ground: The best way to introduce the propagation
losses in the ground is to represent the ground as a lowpass filter. The transfer func-
tion of this filter, representing a propagation of d metres in the ground, is given by
Hy(w) = e~ @+tiPM where « is the attenuation constant [Np/m] of the medium and
B the phase constant [rad/m]. Both constants are a function of frequency, the real
part of the permittivity ¢’ and the loss tangent tan §. For a given soil, i.e. texture,
density and moisture content, and for a given two-way path length 4 in the ground,
the impulse response g4 (¢) of the soil, representing the propagation losses, is then
calculated as [47]

d/ue (tan 8) /2
n[( - dviE) + (dv/ie an 8/2)"]

84(t) = (7.58)

7.5.1.5 Development of the migration method: The migration method is based on
the deconvolution of the recorded data with the point-spread function of the GPR sys-
tem, calculated using the time-domain model as presented in the previous Section.
This deconvolution only makes sense if the acquisition process by the GPR is a convo-
lution between the structures present in the sub-surface and the point-spread function
of the system. The latter is true under certain assumptions. Suppose a co-ordinate sys-
tem as represented in Figure 7.35. The antenna configuration is a bistatic configuration
and there are only variations in propagation velocity in the downward direction. The
3D data b(x, y,z = 0,1) are recorded on a regular grid by moving the antennas in the
xy-plane at z = 0.

Assume, initially, that there is only one small isotropic point scatterer present in
the sub-surface, located at 7, = (x,, y,, Zo) and characterised by an impulse response
A,(t,), independent of the incident direction. Note that, in the most general case, the
IR of the localised isotropic point scatterer does not necessarily have to be a Dirac
impulse as a function of time. For the antennas at any position 7, = (x4, Y4,z = 0),
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Figure7.35 Configuration and representation of the co-ordinate system

the received voltage, representing an A-scan, can be written according to (7.57) as

R Y .
b(Fa,t) = g%gd(t) ® hy,7x(@ir 1) ® Ap(t)

- dv(t —1a)
® hn,rx(—ds,1) ® s—dt— (7.59)
where t; represents the exact two-way travelling time between the antennas and the
point target, taking into account the different propagation velocities in the media.
By grouping all the factors, except for the IR of the point target, in one factor
w(Fa, 7y, 1), (1.59) becomes

b(Fa,t) = W, Fout) Q1 Ao(t) (7.60)

The symbol ®; is introduced to clearly indicate that the convolution in (7.60) is
a convolution in time. For a given configuration, all the factors in (7.59) are known,
and hence w(7,, F,, ) can be easily calculated. Furthermore, for the antennas at 7 = 0
and the point scatterer at a fixed depth z = z,, the response w (7, 75, t) is a function
of 7, and 7, only by their difference, and (7.60) can be written as

b(fa,t) = Wi, —To,1) @ A(Fo,1) (7.61)

If an object can be modelled by a set of independent small isotropic point scat-
terers, all at approximately the same depth z = z,, the output voltage b(F,, ) will
be a combination of the contribution of each individual point scatterer, which is
clearly a convolution in space if we assume that the operation is linear:

b(xa,Ya,t) = /f /w(xa —X,Ya — ¥, 20,1 — T)Ago(x, y, T)drdxdy
xyJr
(7.62)
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Figure7.36 Synthetic C-scan of a fictive point scatterer at a depth of 6 cm below
the air~ground interface, calculated by forward modelling

Equation (7.62) represents a space—time convolution along the co-ordinates x, y
and ¢, and can be written as

b(-xy ya t) = w(x, ya 20, t) ®x,y,t AZO('xr .Y9 t) (7'63)

where Ao (x, y,t) is a 3D matrix, called the scattering matrix [32], and contains the
responses associated with the distributed point scatterers at approximately a depth z,,.
The symbol ®, y, denotes a space-time convolution along the co-ordinates x, y
and t. The 3D matrix w(x, y, z,, ) represents the point spread function of the GPR
system for a depth z,,. In practice the point spread function w(x, y, z,,?) is calculated
by using (7.59) for different antenna positions 7, on a regular grid in the xy-plane
at z = 0 and a small fictive point scatterer with IR &(¢), at a depth z,. In other
words it can be seen as a synthetic C-scan of a small fictive isotropic point scatterer.
Figure 7.36 shows the 3D point spread function of the system at a depth of 6cm
below the air—ground interface (with the antennas 25 cm above the ground). In the
point spread function, as it is obtained by forward modelling, all the information on
the system, like the waveform of the excitation source, the IR of the antennas, the
antenna pattern, the attenuation and dispersion in the ground etc. is included.

Although the point spread function w(x, y, z,, ) is space variant (function of z,),
its shape will not change very much with depth. In practice, the point spread function
for a given depth can be used for a broad depth range. As a consequence, the space—
time convolution can be considered as space (depth) invariant and the migrated 3D
image, denoted f\(x, ¥,t) can be calculated in one step by

A, y,8) = b(x, ¥,1) @yt WX, ¥, 2001) ! (7.64)

where [\(x, v,1) denotes the spatial image of A ,(x,y,t), i.e. the migrated image,
b(x,y,t) is the recorded C-scan that is to be migrated, and w(x, y, 2o, ¢) is the point
spread function for a fixed depth z = z,.

7.5.1.6 Implementation of the migration method: From the mathematical point of
view, solving (7.64) can cause some problems. Because of the bandlimited nature
of the system and the effects of noise, (7.64) is a classical ill-posed problem. A fast
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and computationally nonintensive mathematical solution for the deconvolution is to
perform it in the frequency—wavenumber domain, by means of a Wiener filter [48].
A Wiener filter is an optimal filter that minimises the variance of the error between
the restored image and the original image before degradation, under the assumption
of a signal-independent noise, a linear degradation and stationarity of the images.

Let B(ky, ky,®) be the 3D Fourier transform of the recorded data b(x, y, ) with
respect to the x, y and the ¢ co-ordinates:

B(ky, ky, ) = f f / b(x, y,)exHikyy=iof gxdyde (7.65)

Taking the Wiener filter approach, the restored image in the frequency—
wavenumber domain is given by

Bk, ky, w)W*(kx,ky, )

Pn(kx,k)hw)

A(kxakya w) =
Wiky, ky, 0)W*(ky, ky, @) + Palhn oy )

(7.66)

where W (ky, ky, w) is the 3D Fourier transformation of the calculated point spread
function, W*(ky, ky, ) its complex conjugate, P, (ky, ky,w) the spectral density of
the noise in the image, and Py (kx, ky, ) the spectral density of the original image.
The main problem with the Wiener filter is that it can be difficult to get a good
estimation of the spectral density of the noise and the spectral density of the image
before degradation, which is a priori not known. A classical solution is to replace the
ratio of the two power spectral densities by a constant parameter u, also called the
water level parameter. It will prevent (7.66) becoming too large for very small values
of W(ky, ky,w).
_ Finally, the migrated image is given by the inverse 3D Fourier transform of
Azolky, ky, w):

- 1 ~ .
A,y 1) = 5 f f f Ak, ky, w)e  Eexthoy=eD dk dk dw (7.67)

The migration scheme is resumed in the following steps. The point spread function
is calculated for a given soil type and burial depth. The burial depth is chosen to be
the most likely depth for an object. The calculation of the point spread function only
has to be done once. The 3D Fourier transform of the recorded data is calculated
by (7.65). The data are filtered by the Wiener filter as in (7.66). The inverse 3D
Fourier transform of the filtered data is calculated, represented in (7.67), resulting in
the migrated image.

As already mentioned, this migration scheme is very simple and not computa-
tionally intensive. Suppose a 3D raw image of 32 x 32 x 256 points representing an
area of 64 cm by 64 cm with a step of 2 cm in both lateral directions. The 3D Fourier
transformation, the filtering and the inverse transformation of this dataset only takes
76 MFLOPS, which means that it can easily be implemented in real time.

7.5.1.7 Results of the migration method: The migration by deconvolution is applied
on data taken by a laboratory UWB GPR [47], with the antennas mounted on the
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Figure7.37  Migration by deconvolution applied on barbed wire (length of 20 cm)
buried at 5 cm
a Photograph of the barbed wire; » 3D C-scan representation of raw
data; ¢ 3D C-scan representation of migrated data; d projection of
migrated C-scan in a horizontal plane

indoor xy-scanning table. The data are acquired over an area of 50 cm by 50cm
with a step of 1 cm in both x- and y-directions. Figure 7.37 shows the results of the
migration method on a piece of 20 cm barbed wire, buried at 5 cm of depth in sand.
Figure 7.37d represents a two-dimensional C-scan of the migrated image. The shape
of the barbed wire in (d) can easily be distinguished and even contains the three sets
of pins present on the real wire. Note that the dimensions of the object in the migrated
images approach the dimensions of the real objects.

The aim of migration is to focus reflections on objects back into the true physical
shape of the object but also into its true position. To illustrate the latter, we show
in Figure 7.38a the raw B-scan on an oblique mine. The mine was buried under an
angle of about 30° in dry sand, with the highest point of the mine at a depth of 5 cm.
In the raw B-scan at the left, the strongest reflections on the mine are found in the
lower right corner of the image, whereas in reality the mine is situated in the middle
of the image, indicated by the rectangular box in the image. The explanation for
this shift is simple. When the antennas are right above the oblique mine, the mine
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Figure7.38  Obligue antipersonnel mine under an angle of 30°
a B-scan of raw data; b after migration by deconvolution; ¢ after
Kirchhoff migration

will have a strong reflection in a direction away from the receiving antenna. For the
antennas in the direction perpendicular to the flat top of the mine, the reflections on the
mine towards the receiving antenna will be stronger than when the antennas are right
above the oblique mine, leading to a displacement of the target in the raw data. After
migration by deconvolution, however, the target is found in its true position, as shown
in Figure 7.38b. The migrated image not only shows the object in its true position, but
also clearly shows that the object is oblique. Other migration methods, like Kirchhoff
migration [32] and F-K migration [32] were also applied on the same data, but with
poorer results than with the migration by deconvolution method. Figure 7.38¢ shows
the result after Kirchhoff migration. The migrated image is better than the raw one,
but the Kirchhoff migration is not able to bring the target completely back in to its
actual position,

The previous results are obtained on data that are acquired in the laboratory, where
all conditions are well controlled and where the air—ground interface is flat. In reality
this is not the case. Ground characteristics like permittivity and attenuation are often
not known and have to be estimated. The air—ground interface can be very rough and
can introduce additional clutter, which eventually might interfere with the reflections
on the target. Furthermore, the ground is not always homogeneous and it can be
expected that the UWB GPR, which yields a high resolution, is sensible to these
inhomogeneities. The data represented in Figure 7.39 are acquired over an area of
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Figure7.39 Antipersonnel mine in gravel at 5 cm of depth
a B-scan of raw data; b B-scan of migrated data; ¢ projection of
raw data C-scan in a horizontal plane; d  projection of migrated C-scan
in a horizontal plane

50 cm by 50 cm in steps of 2 cm (which is still small enough to avoid aliasing in the
x-and y-directions). Figure 7.39 shows a 2D representation of a B-scan and a C-scan
of a PMN mine, buried in gravel at a depth of 5 cm, before and after migration. In the
images of the raw data, there is a lot of clutter present and the shape of the mine is
not clear. After migration, most of the clutter has disappeared and the circular shape
and dimensions of the mine become correct.

7.5.1.8 Summary: The raw 3D images recorded by a GPR are often difficult to
interpret for an operator. Owing to the beamwidth of the antennas, a target in the
ground is already seen by the GPR system even when it is not exactly under the
antennas. As a consequence, the recorded data will be unfocused. Focusing tech-
niques to reduce the influence of the beamwidth of the antennas are called migration
techniques. Most of the existing migration techniques, however, do not take into
account the characteristics of the acquisition system and the ground characteristics.
We therefore proposed a migration technique, called migration by deconvolution. The
novelty of the algorithm is that it uses the time domain model of the GPR and hence
does take into account the system and ground characteristics. The migration method is
simple and fast. We calculate by forward modelling a synthetic point spread function
of the UWB GPR. This point spread function is then used to be deconvolved from
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the recorded data. The method is evaluated on data coming from a UWB GPR. The
results of the migration method are found to be very good and in any case better than
conventional migration methods like Kirchhoff or F-K migration. After migration of
the data, the UWB GPR gives enough resolution in the lateral directions to give an
idea of the shape and, in favourable circumstances, of the dimensions of the buried
object. The migration method is also able to focus reflection on oblique objects back
into their true position and considerably reduces the clutter in a GPR image.

7.5.2 Synthetic aperture processing

Much work has been reported on SAR techniques and Stickley et al. [49], Kagalenko
and Weedon [50], Milisavljevic and Yarovoy [51], and Brandstadt et al. [52] have
applied SAR techniques to GPR processing. As the antenna of a surface-penetrating
radar moves, the process can be considered analogous to the antenna of a synthetic
aperture radar (SAR). However, the attenuation of the earth material limits the
improvement that can be obtained by effectively windowing the synthetic aperture.
Synthetic aperture processing requires measurements to be made at a number of
antenna positions (i.e. a B-scan) and then combined to simulate a narrow beam. The
improvement that can be gained is related to the length of the synthetic aperture.

In general the resolution in either the x- or y-direction of an antenna used in an
SAR is given by

8, =220, or 8, =226, (7.68)

where Z is the depth of the target and 6 is the beamwidth.

As most surface-penetrating radar antennas are dielectrically loaded dipoles, the
beamwidth is in the order of /2, and hence the resolution is poor. If the equivalent
antenna phase front is considered to be a plane wave and is uncorrected, the SAR
is termed unfocused and the effective aperture is given by Skolnik [53] as RA, and
hence the resolution is given by

8y = VzA/2 (7.69)

As most surface-penetrating radar antennas are not used in plane wave conditions
and are most likely to be operated in the near field and Fresnel regions, it is necessary
to provide an amplitude and time delay correction for each range.

In the Fresnel region the resolution in free space would be given by

5 =2 (7.70)

However, the effect of attenuation is to reduce the resolution and, assuming an
inverse fourth power relationship of received power with depth, Daniels et al. [4]

give
In2
S =4Z‘/2+az (7.71)

where « is the attenuation constant in dB/m.
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It can be concluded therefore that horizontal resolution improves as the material
attenuation increases, whereas the resolution of a synthetic aperture would degrade
under conditions of increasing attenuation.

In most situations the target is close, at least in terms of average wavelength, to the
measurement plane and thus some of the methods described in the previous Section
become more relevant. Holographic synthetic aperture imaging methods have been
developed for the single frequency case by Junkin and Anderson [54] and for the
multi-frequency case by Osumi and Ueno [55].

The field strength at any point on the record surface can be derived from Fresnel—
Kirchhoff diffraction theory for a spherical wave in lossy dielectric, and is given
by [55]

, L+l
v(xo,t)—-—// (x >Z(’lj ) exp(—all; + 1)U (t— L )d dy
tér
(1.72)

where v is the propagation velocity, ¢ is the attenuation constant, /; is the transmit
path distance, /, is the receive path distance and U’ is the time derivative of the input
pulse waveform u(t).

The image reconstruction implies the estimation of reflectance p(x) from the
transmitted signal and a set of recorded returns. The holographic process correlates
the set of recorded returns and test functions and gives an image function

b(x) = /// U(xg,)h(x — xg,1) dtdxodyg (7.73)

The key to the imaging process is the optimisation of the test function, and the
various references deal with this process in greater detail.

SAR methods have been applied to single frequency, impulse and FMCW radars,
and Yamaguchi ez al. [ 56] describe the process of determination of the object reflection
distribution function. In the case of an FMCW radar a B-scan data set is recorded.

Figure 7.40  Holographic image focused to the object plane (Junkin)
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The process of producing the target distribution comprises Fourier transforming
each A-scan and multiplying this by the Fourier transform of the inverse propagation
function. The product is then inverse transformed. A typical holographic SAR image
1s shown in Figure 7.40.

7.6 Image processing

An alternative method of B-scan processing is based on image processing techniques.
Here it is assumed that the basic level processing has been carried out and the C-scan
is presented either as a greyscale or colour coded image as shown in Figure 7.41. As
radar data are bipolar in contrast to data derived from optical sensors, it is normal
to encode the amplitude of the radar data in a defined manner. Hence, the amplitude
scaling for greyscale would assign most negative values to black and most positive to
white. Colour coding is more complex and it is found preferable to limit the range of
the colour palette as the eye is more sensitive to intensity within a particular colour
range rather than a wide range of colours, which can be found confusing.

The general method of image processing is well established. Normally a two-
dimensional mask filter, whose coefficients are set to those of the image of the target
(for which analysis is required) is convolved with the data. Alternatively, a three-
dimensional data set is recorded for subsequent processing and two-dimensional
data images in any orthogonal plane produced. Image processing techniques involve
filtering operations which require fast execution of two-dimensional convolution
algorithms. These can be divided into four categories:

lowpass

highpass

edge detection
template matching.
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Figure 7.41  Example C-scans using buried AT and AP mines
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All four types are commonly implemented by convolving the input data with a
two-dimensional array of filter coefficients called the kernel. Each type performs
a different function in the image enhancement-restoration process and multiple types
can be used to improve the image visibility. The most common convolution kernels
are 3 x 3 and 5 x 5, and sets of commonly used kernels are listed below.

(a) 3 by 3 Highpass
Highpass filter (divisor = 1)

-1 -1 -1
-1 9 -1
-1 -1 -1

(b) 3 by3 Lowpass
Lowpass filter (divisor = 9)

1 1 1
1 1 1
1 1 1

(¢) 3 by 3 Laplacian
Laplacian filter (divisor = 1)

-1 -1 -1
-1 8§ -1
-1 -1 -1

(d) 3 by 3 Horizontal line enhancement
Horizontal line enhancement (divisor = 1)

-1 -1 -1
2 2 2
-1 -1 -1

Lowpass filtering smoothes an image so that large objects are transformed into homo-
geneous zones and small objects are reduced in intensity and/or merged into the larger
regions. In the process, edges are reduced in intensity so that the details of an object
are lost and objects in close proximity to each other are combined.

Highpass filtering performs the opposite function. Here, fine details that might be
missed in the original image are increased in intensity. Note that the same mathemati-
cal operation as that for the lowpass filter is performed here; only the coefficients in
the kernel have been changed.

Edge detection (or extraction) amplifies abrupt changes in intensity of an image
and removes all other information. The three basic kinds of edge detection are the
Laplacian, the Prewitt and the Sobel operators. The Sobel and Prewitt operators have
the advantage of providing edge direction information. However, they require two or
more passes, one for each edge direction. On the other hand, the Laplacian operator
is isotropic, that is, it extracts the image edges from all directions. Edge detectors
provide the same type of information as highpass filters (that is, they amplify details
in an image) but are more amenable to post filtering; small changes in intensity can
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Figure7.42 Image processing of radar C-scan data from Figure 7.41

be eliminated from further processing by comparing the output of the edge detector
to a threshold value and discarding pixel values below the threshold.

Template matching, or matched filtering, convolves the image with a kernel
that contains a pattern to be detected in the data. Template matching is also often
used in texture and pattern recognition to determine which parts of an image are
most likely to contain targets. In processing radar data, several important factors
must be considered. Firstly, unlike image data, radar data are bipolar, and hence
an initial operation to convert radar data to unipolar data is necessary. This can be
achieved by either converting radar data to absolute data or thresholding at zero to
give positive going or negative going data only. Second, the radar image does not
correspond to geometric patterns and it will be necessary to identify suitable kernel
coefficients which are appropriate to the radar image pattern rather than a geometrical
model.

Examples of processing of the images in Figure 7.41 are shown in Figure 7.42.

The processing in Figure 7.42 is based on a Melem transform (b) of the basic data
(a) followed by a Canny edge detector (c). It successfully identifies the five mines,
two AT mines (upper right and lower left) and three AP mines (upper left, central
and lower right). Image processing techniques have been applied to GPR data by Wu
and Liu [57], Polat and Meincke [58], Dourthe and Pichot [59], Williams et al. [60],
Xu and Miller [61], Kleinmann et al. [62], Homer ef al. [63], Walker and Bell [64],
van den Berg et al. [65], and Morrow and van Genderen [66].

Further development of radar image processing by means of the Hough transform
is reported by Kaneko [67].

Essentially the Hough transform transforms a line in image space to a point in
polar co-ordinate space. A straight line may be described by the equation

p =xc086 + ysinb (7.74)

and the Hough transform becomes a point in (8, p) space.
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Figure7.43  Hough transform of hyperbola

A hyperbolic reflection transforms to a set of lines as shown in Figure 7.43.

The method proposed by Kaneko [67] extracts lines and curves, such as the
hyperbolic refiection generated by a pipe, or pipes, from the radar image by means
of a two-stage process. The first Hough transform uses the first derivative of edge
contours to provide an initial fast estimate of the wanted target. The second part of
the process uses a second derivative of the edge contours to improve the accuracy of
the Hough transform.

7.7 Deconvolution techniques
Dr Timofei Savelyev, Luc Van Kempen and Professor Hichem Sahli

7.7.1 Linear and circular deconvolution

There are two types of convolution, namely linear and circular convolution. Linear
convolution is introduced for the nonperiodic signals; circular convolution is used in
the case of periodicity [68]. Assume an original signal vector x with N elements and
a finite impulse response (FIR) filter of order M — 1 which has an impulse response
h of length M. As for an infinite-impulse response filter, its impulse response is
always appropriately truncated in digital signal processing. Then the output of the
filter equals convolution of x and h, resulting in a vector y of length N + M — 1:

y=h®x (7.75)
+o0 '

y(@) = / x(Dh(@ —1)dr = / x(D)h(t —1)dr (7.76)
—00 0

yim] =" x[nlh{m — n] (1.77)

n=0
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This is a typical case of linear convolution. It can be rewritten in a matrix form as

h(1) h(1 —-1) h1-2y .. h(1 —(N-1))

h(2) h2-1) h(2-2) h2—-(N-1)) x(1)

h(3) h3-1) h(3-2) h3—-(N-1) x(2)

y= - x(3)
h(M) h(M —1) h(M-2) .. h(M —(N—-1)

x(N)

RMAN—1) hM+N=2) hM+N =3) .. k(M +N — 1= (N 1))
(7.78)

Due to the principle of causality and to the finiteness of the impulse response,

h(k) =0 fork <1 andk>M+ N —1 (1.79)
h(1) 0 0 0
h(2) h(1) 0 0
x(1)
h(3) h(2) h(1) 0 o
Y=\ hoy M —1) nM-2) .. ; x(3) | = Hx
0 0 0 k) hM—1y | IF®)
0 0 0 0 h(M)
(7.80)

where H is a band Toeplitz matrix with dimensions N + M — 1 x N.

In the case of periodicity of an input signal and impulse response with period L,
their convolution is said to be circular and can be expressed by the formulas (7.81)
and (7.82) [68]:

L-1

yplm] = Z xplnlhplm — n] (7.81)
n=0
Yplkl = Xp[k] - Hplk] (7.82)

in time and frequency domains correspondingly.

To apply the fast Fourier transform (FFT) and (7.82) the linear convolution can
be extended to the circular one by the padding with zeros of vectors x and h up to the
length of L = N + M — 1. Then vectors x, h and y represent one period. In the time
domain this convolution is given by

(1) 0 0 . 0 x(1)
h2) k(D) 0 . 0 x(2)
y=| k3  hQ ) .. 0 || x@® |=Hx (7.83)

h(L) h(Lm— 1) h(Lm—2) h.('i) x{l‘,)

The convolution matrix H is a lower-triangular L. x L Toeplitz matrix here.
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Linear and circular deconvolution can be introduced with respect to linear and
circular convolution correspondingly. Then circular deconvolution could be given by

X = H—ly (7.84)

This solution is acceptable for the exact data. If we have a noisy realisation y°
(8 stands here for the indication of noise presence), the deconvolution should be
computed as a solution of the normal equation

H'Hx = HTy? (7.85)
= HH) 'H"y (7.86)

This solution minimises ||y’ — Hx(|? (here and further we use the 2-norm) and is
well known as the least-squares solution or the normal solution. In this case it is a
best-approximate solution.

If we have the exact data but the convolution matrix is singular, a best-approximate
solution is the normal pseudosolution

i =H" (7.87)

where # stands for the Moore—Penrose generalised inverse or the pseudo-inverse.

The normal pseudo-solution holds for a rectangular convolution matrix, i.e. for
linear deconvolution. In practice, circular deconvolution is more attractive for the
following reasons. The length of the signal vector does not change after deconvolution,
and this is important because the exact duration of a signal is not known a priori in
many cases.

The convolution matrix is a lower-triangular Toeplitz matrix, which introduces
better possibilities for its inversion. Deconvolution can be done in the frequency
domain via an FFT, and the GPR signals have a periodic structure.

7.7.2  Deconvolution in UWB GPR processing as an ill-posed
inverse problem

The GPR impulse response includes the impulse responses of transmitter, receiver,
transmitting and receiving antennas. It represents an impulse with a few lobes
(Figure 7.44). The first element of the system impulse response is either equal or
close to zero. It means that the lower-triangular matrix H has zeros or almost zeros
on its main diagonal and, therefore, H is either singular or close to singularity. It is a
badly conditioned matrix.

A problem is said to be ill posed if at least one of the following properties does
not hold, according to Hadamard’s definition of well posedness [69]:

1. For all admissible data, a solution exists.
2. For all admissible data, the solution is unique.
3. The solution depends continuously on the data (can be computed in a stable way).

In this case none of those properties are met. Singularity of the convolution
matrix results in absence of an exact solution (7.84). In practice the measurements
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Figure7.44 UWB GPR impulse response

of y and h are noisy while the inversion of the badly conditioned convolution matrix
is an unstable operation dependent on any perturbation of the data. Therefore the
solutions of (7.86) and (7.87) cannot be unique and do not depend continuously on
the noisy data. Hence the deconvolution problem in UWB processing is an ill posed
inverse problem.

7.7.3  Regularisation methods and deconvolution algorithms

To solve an ill posed problem the regularisation methods were developed. The main
idea of regularisation is to find out a solution minimising the smoothing functional

Dy (k,y") = Iy’ — HE|? + ¢ F (%) (7.88)

where % is the estimate of the solution, y? is the received signal with system noise,
« is the regularisation parameter and F(X) is the stabilising functional or stabiliser.

Different regularisation methods use different stabilisers. A classical method is
Tikhonov regularisation, with the smoothing functional

Do (%,¥") = ly’ — H|* + a[I%]® (7.89)
Its minimiser or a regularised solution is
x} = H"H + o) 'HTyY’ (7.90)

where I is an identity matrix.
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The task is to define the regularisation parameter ««, which must provide the
following:

gr(l) x$ =x" (7.91)

where x* is the normal pseudosolution.

There are three approaches to the estimation of o heuristic methods; a priori rule;
a posteriori rule.

The heuristic methods are used when it is impossible to estimate the noise level
of data and, therefore, other methods are inapplicable. The main advantage of the
heuristic approach is that the solution represents a good compromise between data
fitting and penalising the norm after reconstruction (convolution). The main drawback
is the necessity of computations for a large range of ¢. One of those methods is the
L-curve method [69], where a plot of the approximation norm [ng || versus the residual
norm |jy® — ng || in a log-log scale resembles the letter ‘L, and its ‘corner’ point is
considered to be a best-approximate solution.

An a priori rule is based on the knowledge of @ = «(8) — dependence on the noise
level of data. In practice this dependence is almost never known.

An a posteriori rule involves the knowledge of @ = (8, yg) — dependence on the
noise level and on the reconstructed data y> = Hx. The Morozov criterion or the
discrepancy principle is used:

Iy’ —Hx} || < 76 (7.92)

where 7 > 1. The regularisation parameter can be chosen via comparison between
the discrepancy and the assumed bound for the noise level.

The direct application of the Morozov criterion to Tikhonov regularisation
requires the computation of a solution to (7.90), the subsequent reconstruction and
the check whether the condition (7.92) is satisfied. If not, it is necessary to change o
and to repeat the procedure until (7.92) holds.

One can use another implementation of the discrepancy principle

Iy’ — HxS || < 76 < |ly’ — Hx§|| (7.93)

for some B satisfying ¢ < 8 < 2a.
The steps to process the explicit algorithms of the deconvolution can be written
as follows.

7.7.3.1 Algorithm 1. Direct Tikhonov regularisation with the discrepancy principle:

. ap=283,7=11.
2. For k = 1,2,...,N (loop with the increasing «), evaluate Xz(¢x—1) and
X¢ (2a~1) according to (7.90).
If (7.93) is satisfied then halt processing and the final solution xg = Xg(ag—1).
If (7.93) is not satisfied then oy = 2ax—1 and continue the loop.



Signal processing 303

3. Ifthe solution has not been determined, then evaluate the same loop for decreasing
a with oy = ax—1/2.

4. The number of steps N must be limited by appropriate maximal time for solving
the task.

This algorithm is a straightforward implementation of Tikhonov regularisation and
is not efficient from a computational point of view.

Another a posteriori approach to find out o deals with a nonlinear matrix
equation [69, p.123]

3 2
o (HHT + al) 'yl =82 (7.94)

Having solved that equation, we can obtain a best-approximate solution with only
one computation of (7.90). The main computational burden here is referred to solv-
ing (7.94), which is a difficult task and requires the implementation of a separate
iterative algorithm.

7.7.3.2 Algorithm 2. Direct Tikhonov regularisation with the nonlinear equation:

1. ap=6%,7=11
2. Evaluate (7.94) to find out an optimal «.

3. Evaluate (7.90) to find out a regularised solution x?

o

The described direct methods and algorithms always have a solution even in the
case of underestimated noise level.

Iterative regularisation methods. Unlike the direct methods of regularisation, the
iterative methods do not include sophisticated computations and therefore they are
considerably faster for big vectors and matrices. Also those methods do not require
large computer resources. In the meantime, the iterative methods provide good accu-
racy. Their drawback is sensitivity to the noise level. If this is underestimated, then
the methods do not converge and so do not have a solution at all.

Most iterative methods are based on a transformation of the normal equation into
equivalent equations like

x=x+H'(y — Hx) (7.95)

A classical iterative method illustrating this transformation is the Landweber iteration
xX=x{_ +H (Y -Hx ) (7.96)

The iteration index k plays the role of the regularisation parameter o and the

stopping rule plays the role of parameter choice method. For the Landweber iteration
the Morozov criterion is usually applied as a stopping rule.
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One of the accelerated iterative methods is a v-method of regularisation
[69, p. 167],

X =xd_ g —xi ) + o H (v — Hx]_)) (7.97)

The use of difference between results of two preceding iterations improves the

speed of convergence.
The parameter v represents the order with which the approximation error

decreases:

”x# —x ” = O™, k — oo (7.98)

Also v controls an asymptotic growth of coefficients 1 and wy, and consequently
the speed of convergence. The parameter v can be chosen equal to 1.

Numerically it is more efficient to base the computation of xi on intermedi-
ate quantities zl‘z via xi = HTzl‘z. With respect to that, the following algorithm of
deconvolution has been developed.

7.7.3.3 Algorithm 3. Iterative re